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Abstract

Demel, David. M.A.Sc. Royal Military College of Canada, April, 2014. 2D Experi-

mental and Numerical Investigation on the Effect of a Fowler Flap Gap and Overlap

Size on the Flow Field. Supervised by Dr. Mohsen Ferchichi and Dr Sylvain Grave-

line.

The CP-140 Aurora aircraft was purchased by the Royal Canadian Air Force in the

early 1980s as a maritime patrol and anti-submarine warfare platform. Over the years,

the flaps of these aircraft have been found misaligned beyond the manufacturer spec-

ified limits. With little information available detailing the reasons for the current

limits, a project was initiated to evaluate the aerodynamic implications of this flap

misalignment. Determining the performance of high lift devices is an essential part

of aircraft design and maintenance. In spite of decades of research, a comprehensive

understanding of this complex flow field continues to elude the aeronautical commu-

nity. In an effort to improve the understanding of the aerodynamic performance of

high lift devices, the following work details an experimental and numerical investi-

gation of a two dimensional flow over a wing equipped with a Fowler flap. A cross

section of the CP-140 Aurora wing was investigated at various angles of attack in the

clean configuration (flap stowed), landing configuration (flap deployed and deflected

to 40◦), and the effect of the variation of the flap gap and overlap was studied. This

research included both experimental work using a Particle Image Velocimetry (PIV)

system, and numerical simulations using Reynolds Averaged Navier Stokes (RANS)

method.

The flow over the flap was found to be massively separated for all the landing

configurations investigated. The focus of the investigation was on the boundary layer

(BL) on the wing trailing edge (TE) immediately upstream of the flap slot. It was

found that while an increase in flap gap benefited the BL on the wing TE by affecting
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a fuller velocity profile, a corresponding increase in flap overlap had a detrimental

effect on the wing TE BL, that eventually induced a separation bubble.

The accuracy of the separation location prediction of the clean configuration sim-

ulations was within 5% of the experimental findings at angles of attack below 10◦.

However, the accuracy of the simulations quickly dwindled as the region of flow sepa-

ration grew with larger angles of attack. The simulation of the landing configurations

without ‘a priori’ knowledge was not accurately resolved by the CFD in spite of the

application of best practices cited in literature. The major failure of the landing

configuration simulations was in the prediction of the velocity magnitude of the flow

emanating from the flap slot; the velocity magnitude was overestimated by a factor

of two. Employing the ‘a priori’ knowledge obtained from the wind tunnel data, the

landing configuration simulations were then adjusted to correct the slot flow. Conse-

quently, the flow development depicted in the ‘a priori’ simulations was in agreement

with the experiment.

Keywords: Fowler flap, high lift devices, boundary layer, Computational Fluid

Dynamics, RANS, Wind tunnel test, PIV, Fluid Dynamics, Aerospace Engineering

iv



Résumé

Demel, David. M.Sc.A. Collège militaire royal du Canada, Avril, 2014. Investigation

expérimentale et numérique en 2D sur l’effet de la taille de bâillement et de recouvre-

ment d’un volet ”Fowler” sur l’écoulement. Thèse dirigée par M. Mohsen Ferchichi,

Ph.D. and M. Sylvain Graveline, Ph.D.

Le CP-140 Aurora acquis par l’aviation royale canadienne au début des années 1980

est utilise pour des patrouilles maritimes et des tâches de guerre anti-sous-marine.

Au fil des ans, les volets de ces avions ont été trouvés mal alignés et au-delà des

limites spécifiées par le fabricant. En l’absence d’information disponible détaillant les

raisons des limites actuelles, un projet a été mis entamé afin d’évaluer les conséquences

aérodynamiques de cette condition. Les performances des dispositifs hypersusten-

tateurs sont essentielles pour la conception et l’entretien des aéronefs. En dépit

de décennies de recherche, une compréhension complète de ce cas complexe con-

tinue à échapper à la communauté aéronautique. Cette thèse détaille une étude

expérimentale et numérique d’un écoulement bi-dimensionnel sur une aile de CP-140

Aurora équipée d’un volet ”Fowler”. Cette section transversale de l’aile a été étudiée

à différents angles d’incidence dans la configuration lisse (sous volet rétracté), con-

figuration d’atterrissage (volet déployé et ajusté à 40◦), et l’effet de plusieurs bailles

de bâillement et de recouvrement. Cette étude comprend une partie expérimental,

utilisant un système de Vélocimétrie par Images de Particules (PIV), et une partie

numérique, utilisant des simulations employant des méthodes de ”RANS”.

L’écoulement sur le volet a était massivement séparé pour toutes les cas avec vo-

let déployé. Cette recherche met l’accent sur la couche limite au bord de fuite d’aile,

immédiatement en amont du bâillement du volet. Il fut constaté qu’une augmenta-

tion du bâillement bénéficie la couche limite sur le bord de fuite d’aile qui présente un

profil de vitesse moins écarté du mur. Une augmentation correspondante du recou-
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vrement d’un volet a eu un effet néfaste sur la couche limite, et a finalement provoqué

une séparation.

La validité d’estimation de décollement de l’écoulement des simulations en config-

uration lisse fut estimé à 5% pour des incidences en dessous de 10◦. La validité des

simulations a diminué rapidement quand l’incidence augmente au delà de cette valeur,

probablement à cause de l’influence grandissante de la région de séparation en couru.

Les simulations des configurations d’atterrissage ‘a priori’ n’ont pas été résolues avec

précision par la CFD, et ce, malgré l’utilisation de meilleures pratiques disponibles.

La source principale d’erreur des simulations en configuration d’atterrissage provient

des lacunes aux environs du bâillement. La magnitude de la vitesse a été surestimée

par un facteur de deux. Après les essais en soufflerie, les simulations de configuration

d’atterrissage ont ensuite été ajustées pour ajuster l’écoulement issu du bâillement

du volet, résultant ainsi à une meilleur accord entre les simulations et les essais en

soufflerie.

Mots clés : volet ”Fowler”, hypersustentateur, couche limite, modélisation numérique

et dynamique des fluides, moyenne de Reynolds, essai en soufflerie, PIV, dynamique

des fluides, aérospatiale
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Chapter 1

Introduction

The engineering of aircraft can be characterized as a gargantuan effort against gravity,

where for decades engineers have attempted to maximize the lift force generated, while

incurring the least amount of weight penalty. But, as one wing configuration results in

optimal aerodynamic conditions for cruise, the longest portion of most flight regimes,

the aircraft must invariably negotiate a takeoff and landing. For this reason, engineers

and scientists have developed high-lift devices such as flaps, slats, slots, leading edge

root extensions, as well as other boundary layer control mechanisms.

Most high-lift devices were engineered during the first half of the 20th century

based on empirical evidence, and while these devices are very effective, the high-

lift flow conditions involved are extremely complex and difficult to quantify. The

importance of these devices cannot be overstated. Meredith [51], a senior specialist

engineer from Boeing, used the following three examples to illustrate the importance

of high lift devices on a generic large twin engine transport aircraft:

• a 0.10 increase in lift coefficient at a constant angle of attack is equivalent to

reducing the approach attitude by about one degree. For a given aft body-to-

ground clearance angle, the landing gear may be shortened resulting in a weight

savings of 1400lbf ,

• a 1.5% increase in maximum lift coefficient is equivalent to 6600lbf increase in

payload at a fixed approach speed, and

• a 1% increase in take-off Lift to Drag ratio is equivalent to a 2800lbf increase

in payload, or a 150NM increase in range.

As important as these devices are, scientists and engineers have struggled for many

decades to fully understand the flow conditions over a wing with deployed high-lift

devices.

1
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Figure 1.1: Three-element wing, University of Kansas [62]

Beginning at the leading edge of a typical three element wing shown in Figure 1.1,

the complex flow may include [51] [71] [85]:

• laminar separation bubbles,

• shock-boundary layer interactions,

• attachment line transition from laminar to turbulent flow,

• transition of boundary layers from laminar to turbulent,

• relaminarization of a turbulent boundary layer,

• confluent wake and boundary layer interaction, and

• boundary layer separation.

As will be discussed in the literature survey, researchers have attempted to isolate

some of these flow features and study them experimentally using various techniques

including: hot film and hot wire anemometry, pressure sensors, Preston tubes, Pla-

nar Doppler Velocimetry (PDV), Particle Image Velocimetry (PIV), etc. The main

difficulty however, is that in actual flight conditions, all these factors affect each

other, and the resulting complexity is overwhelming. The experimental objective of

this project was to investigate the two-dimensional flow over a wing with a deployed

Fowler flap. The focus was to be on the confluence of the wing turbulent wake with

the flap boundary layer, and investigate the effect of the variation of the flap gap and

overlap on the wake-boundary layer confluence.

With the advent of rapid and affordable computational resources, scientists and
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engineers increasingly seek to capitalize on the benefits of Computational Fluid Dy-

namics (CFD). Where an experimental wind tunnel campaign may take months at a

considerable overhead cost yielding only pre-determined flow characteristics, a CFD

analysis of the same problem may only take days or weeks with significantly fewer

expenses, while providing users with a complete set of flow data [46]. However, while

CFD seems to be the answer, it is not without fault. By far the biggest obstacle is

the validity of the calculated solution, because even with an inaccurate problem for-

mulation, the CFD will converge to a solution. Obtaining a valid and correct solution

is the true challenge of CFD, and naturally the more complex the flow field, the more

difficult it is to obtain the sought-after accurate solution.

There are several CFD methods available to researchers; Direct Numerical Sim-

ulation (DNS) does not employ any modelling, and aims to completely resolve all

scales of motion. This level of detail however, comes at a staggering computational

cost. The grid resolution required for wall bounded flows is approximately Re3.6,

which renders this method too costly for all aerodynamic applications, as the flight

Reynolds number, Re, based on the average wing chord is usually higher than 106.

An alternative method is Large Eddy Simulation (LES). LES is based on the

premise that flow properties can be decomposed into large scales and subgrid scales.

In theory, the behaviour of a fluid at the microscopic (subgrid) level is universal,

and therefore independent of the large flow features. These subgrid scales are then

modelled, while the large scales are computed and resolved. The difficulty is in es-

tablishing the scales of the flow prior to computing the solution, and then deciding

on what is the smallest scale resolved, or what is the largest scale modelled. The

computational cost of wall-bounded flows is not quite as staggering for LES as it is

for DNS, but it is still considerable. With a combined inner and outer layer cost

of Re2.4, LES is currently out of reach for most aerodynamic applications, although

further simplification can be made for high Reynolds number flows by not resolving

the inner layer at all. The computational cost is thus reduced to Re0.6 at the expense

of the solution.

The third CFD method available is the Reynolds Averaged Navier-Stokes (RANS)
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method. This approach computes either time-averaged or phase-averaged flow proper-

ties. The principal difficulty with this approach is referred to as the closure problem.

While the governing equations can be re-derived in terms of mean flow properties

and their respective fluctuations, second order turbulent terms appear in the aver-

aged momentum equation. These second order flux terms, or Reynolds stresses, must

be resolved in order to obtain a solution. Unfortunately, the transport equations for

the Reynolds stress terms yield third order flux terms, the transport equation for

the third order flux terms contain fourth order flux terms, and so forth; hence the

need for turbulence modelling in RANS. With multiple turbulence models available

such as the Spalart-Allmaras model, the k-ε model, the k-ω model, Menter’s Shear

Stress model, etc., the computed solution using RANS is turbulence model depen-

dent, because each turbulence model was based on a set of different flows and cannot

be universal.

The last of the available CFD methods is Detached Eddy Simulation (DES). DES

is a hybrid approach that combines RANS and LES. Since the computational cost

for LES is greatest in the inner layer of wall-bounded flows, the inner layer is solved

using RANS, while the outer layer employs LES. This methodology is the newest

form of CFD, and is consequently not as developed as the three preceding methods.

DES becomes problematic at the interface between the RANS and LES grids. At this

junction, while the values in one cell are computed using time averaged properties

(RANS), the adjoining cell contains time dependent flow variables (LES). Thus, as

the LES cell computes the velocity fluctuation and passes that information to the

RANS cell, the RANS cell cannot relay the same information travelling in the op-

posite direction, and yet the flow must be continuous across both cells. Research to

resolve theses concern is ongoing [91].

As can be seen, a considerable level of vigilance is required to ensure that a CFD

computed solution is accurate as all CFD methods have their short comings. The

CFD objective of this study was to investigate the effect of the variation of a flap

gap and overlap of a deployed Fowler flap in landing configuration on the principal

aerodynamic loads (Cl, Cd, Cm) as well as the wake-boundary layer confluence. CFD
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solutions were computed using RANS (Fluent) with a supporting experimental cam-

paign carried out using hot wire anemometry and PIV measurements in order to

ascertain the level of accuracy of the CFD simulations.

1.1 Motivation

As will be discussed in a comprehensive literature survey, the use of CFD has already

gained a permanent foothold in the field of fluid and aerodynamic research using

proprietary codes such as TAU and FLOWer employed at DLR (Deutsches Zentrum

für Luft und Raumfahrt) [75] and OVERFLOW (OVERset grid FLOW solver) used

at and developed by the National Aeronautics and Space Administration (NASA).

The question then becomes, how do commercially available CFD software packages

compare with the high end proprietary codes, when applied to the complex flow

conditions involving high lift devices.

With the momentary decline of the world economy in the first decade of the 21st

century, aircraft maintenance became an even greater priority for civilian and military

fleets as new procurement budgets were slashed. With an ageing fleet of CP-140

Aurora aircraft in its inventory and a growing maintenance cost, the Canadian Forces

(CF) requested an analysis of the aerodynamic implication of the growth of the flap

gap and overlap beyond the manufacturer specified limits. Employing an experimental

as well as CFD investigation, this was recognized as the perfect opportunity to validate

the computational solutions generated by a commercially available CFD code (Fluent)

with experimental data collected using a Particle Image Velocimetry (PIV). While

CFD was used to model the various flap gap and overlap configurations calculating

the changes in the principal aerodynamic forces, the validity of these simulations

was evaluated based on the accuracy of the wake-boundary layer confluence over the

Fowler flap.



6

1.2 Objectives

The objective of this investigation was to explore the flow interactions involving a

Fowler flap deployed to 40◦ deflection during landing configuration. The approach

was to conduct a quantitative parametric study focusing on the effect of the flap gap

and overlap growth on the aerodynamic forces of the wing. In order to ensure the

validity and accuracy of both the experimental and numerical efforts, the following

interim objectives were set out.

Experiment

As detailed in Chapter 2, a considerable amount of work has been done on Fowler

flaps in the past. While Wentz et al [106] focused on the pressure changes with a

variation in the flap gap, they did not detail the flow behaviour with a variation in

overlap. In this investigation, a 2D PIV was employed to study the flow changes with

a variation of flap gap and overlap.

Due to the considerable difference between the flight Reynolds number (24 x 106)

and the Reynolds number achievable in the wind tunnel, the first objective was to es-

tablish flow similarity between the flight condition and the experimental wind tunnel

conditions. The objective of the ensuing wind tunnel experiment was to first collect

flow data using a PIV system over the wing-flap assembly in a clean configuration

(flap stowed). Once the test equipment and data collection apparatus were calibrated

and two dimensional flow was confirmed, the next objective was to systematically vary

the position of the Fowler flap with respect to the main wing.

The CFD validation was to be based entirely on the comparison of velocity pro-

files, turbulent kinetic energy (TKE) profiles and boundary layer characteristics to

the wind tunnel experiment at key locations.

CFD

The objective of the CFD analysis was to compute the 2D flow over the CP-140 wing

in clean (flap stowed) and landing (flap deployed and deflected to 40◦) configuration.
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In order to ascertain the accuracy of current CFD software packages, all the experi-

mental configurations were solved numerically. In addition, a systematic variation of

the flap gap, overlap as well as the angle of attack was also conducted using RANS

(Fluent). The goal was to employ three turbulence models (Spalart-Allmaras model

(SA), Shear Stress Transport model (SST), and Reynolds Stress Transport model

(RSM)) in order to quantify the effect of the turbulence model on the solution, as

well as to assess the accuracy of the computed solutions.

1.3 Organization

The organization of this thesis closely follows the chronological development of the

work conducted. Following a comprehensive Literature survey in Chapter 2, Chap-

ter 3 details the development of the model geometry. Although the scaling differed

from the experiment to the CFD, the same model geometry was used in both cam-

paigns. Chapter 4 outlines the methodology and development of the CFD models,

while Chapter 5 summarizes the experimental model design as well as the experi-

mental campaign. Finally, Chapter 6 presents the results obtained from both the

experimental and CFD investigations, while Chapter 7 presents the findings and in-

terpretation of the flow field within the flap slot. Both Chapters 6 and 7 contain the

results, analysis and discussion.



Chapter 2

Literature survey

2.1 Experimental Research

Harlan D. Fowler [104] introduced the Fowler Variable Area Wing in 1931, and using

this new configuration, he was able to achieve a dramatic increase in the lift coefficient.

While the plain wing consisting of a Clark Y airfoil profile generated a CLmax of

1.27, the extended Fowler flap deflected to 40◦ produced a remarkable CLmax of 3.17.

Fowler [104] outlined the motivations behind this new high lift device as:

• Increasing the area by means of an extended surface,

• Increasing the effective camber by means of the flap, and

• Providing a slot to maintain “unburbled” flow at high angles of attack.

Figure 2.1: The Fowler Wing [105]

8
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From the beginning, Fowler understood the importance of the relative position of the

extended flap with respect to the main wing. Through an experimental investigation,

he ascertained that the maximum lift was achieved with a gap of 0.025cw and an

overlap of 0.0cw. Weick and Platt [104] confirmed Fowler’s initial findings by inves-

tigating the 9 different flap positions outlined in Figure 2.1, and while the optimum

flap gap and overlap were readily identified, the reason behind this particular spacing

eluded aerodynamicists due to the complexity in high lift flows.

With a war looming, the Fowler flap was quickly evaluated by NACA via succes-

sive investigations and evaluations. First, the benefits of a Fowler flap with a leading

edge variable slot were investigated by Weick and Platt [105], which was then followed

by Platt’s [69] investigation of the potential benefits of various combinations of wing

and flap airfoil profiles. In the same year, Platt [68] also completed a parametric

study of the optimal flap chord and associated flap loads, which was then succeeded

by a documentation of the effect of the flap chord on flap pressure distributions by

Wenzinger and Anderson [110]. Finally, in 1939, a detailed study was conducted of

the slot shape and location in various flap configurations including Fowler flaps by

Wenzinger and Harris [111]. Although the report was not published until 1951, in

1942 Young [116] was the first to attempt to quantify the effect of the size of the

flap cut-out as well as the chord extension of a Fowler flap on induced drag using the

lifting line theory, while many others delved into investigations of leading edge stall,

trailing edge stall and separation bubbles [30] [64] [15] [35], in 1953 the Aeronautical

Research Council [117] published a comprehensive report summarizing the aerody-

namic characteristics of flaps. From the amassed body of empirical data, it was found

that:

• the combination of a leading edge slat with a trailing edge Fowler flap does not

result in any more benefit than the sum of the two individual high lift devices;

• while the flap airfoil profile does not significantly improve lift nor drag, the flap

leading edge radius and shape can have considerable effect on the pressure peak

generated over the flapped portion of the wing as well as the clean configuration
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aerodynamics;

• there is little to gain in deflecting flaps beyond 40◦ or designing a flap chord

longer than 0.30cw of the wing chord; and

• while the optimal flap gap and overlap position can be found for any wing-flap

configuration, the optimal flap cut-out for induced drag is less than 0.10cw.

In 1970, Foster et al [28] conducted a thorough experimental investigation of the

boundary layer behaviour of a slotted flap configuration in optimum flap position.

After investigating both the take-off (10◦ flap deflection, δflap) and landing config-

urations (δflap = 30◦), they found that the optimum flap position for the landing

configuration was with a gap of 0.023cw and an overlap of (−0.01)cw (flap leading

edge just ahead of wing shroud). Foster et al [28] made several important discoveries,

which are listed below:

• if inviscid theory predicts an optimum gap within a specific range, the experi-

mental optimum will be very close to this value,

• both the variations of the wing lift with gap, and of the flap lift with gap, depart

from the theoretical trends for gaps below optimum, but the biggest loss of lift

occurs for the wing lift,

• near the optimum flap position, there is only a weak interference between the

wake from the wing and the boundary layer on the flap, and

• the limit on this behaviour occurs when the boundary layer on the flap, and that

on the shroud lower surface, just meet. This also indicates that the Reynolds

number will influence the optimum flap position.

Following the illuminating work of Foster et al, Omar et al [63] investigated the

utility of supercritical airfoils in high lift systems, Korbacher [41] pursued powered

high lift systems, and Smith [89] published his seminal work on the theory behind

high lift aerodynamics.
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Searching for the optimum airfoil profile for transonic flight, in 1973 NASA intro-

duced the general aviation airfoils GA(W)-1 and GA(W)-2 [49]. These airfoils were

subsequently adopted by Wentz and Seetharam, who proceeded to conduct experi-

mental campaigns implementing a Fowler flap for high performance. With 96% of the

Fowler flap nested within the GA(W)-1 main wing, Wentz and Seetharam [107] first

conducted two-dimensional flow tests of a 0.29cw and 0.30cw flap chord at Reynolds

numbers ranging from 2.2 x 106 to 2.9 x 106 at a flap deflection of δflap = 40◦ and

the optimal flap position of gap = 0.027cw and overlap = 0.007cw. Collecting force,

pressure and flow visualization data, the highest Clmax obtained was for the 0.30cw

Fowler flap configuration at Re = 2.2 x 106, resulting in a Clmax = 3.8.

Wentz [109] then carried out two-dimensional wind tunnel tests using the GA(W)-

2 airfoil employing an aileron, Fowler flap, slotted flap as well as a spoiler. The max-

imum lift coefficient obtained utilized the Fowler flap, developing Clmax = 3.82 at an

optimum flap position of gap = 0.012cw and overlap = (−0.0175)cw (flap leading edge

upstream from the wing trailing edge).

Next, Wentz and Seetharam [108] studied the impact of slot variation on flow sep-

aration employing a narrow (0.02cw), optimum (0.03cw) and wide (0.04cw) slot gaps

using hot-film anemometry at the slot exit. It was found that for all three angles of

attack, the pressure profiles at the slot exit show centre regions of relatively constant

total pressure, cpt, even though the free-stream value of cpt = 1.0 is not achieved. It

is therefore reasonable to refer to a ‘core flow’ of constant energy with sheared flow

above and below this core. With the wide gap, the core is displaced upward compared

to the optimum gap case, indicating a tendency for boundary layer thickening on the

flap. Pressure measurements further downstream showed that the reported core van-

ishes near mid-flap. Thus, it appears that Foster’s criteria of minimal boundary layer

separation at the slot exit seems to be in error and that in fact a finite core must be

retained at the slot exit, even for the optimum gap position.

In conclusion to the above experiments, Wentz and Ostowari [106] investigated

slot-gap variation as well as cove shape modifications using a 0.30cw Fowler flap.

They found that, while the narrower than optimum gap has a larger region of high
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turbulence with intermittent reversal at the Clmax angle of attack, the larger than op-

timum gap has separated regions over the flap at all angles of attack, thus producing

substantially lower lift at pre-stall and Clmax angles of attack. In fact, with the wider

than optimal gap, the efflux from the slot exit does not follow the flap contour, but

rather flows nearly stream-wise, merging with the airfoil forward element wake. The

results from the cove shape study indicated that local flow separation within the flap

cove region does not seem to be a hindrance to attainment of high Clmax as long as the

flow reattaches ahead of the flap slot. It was found, that a completely blended cove

which did not have flow separation actually produced a slightly lower Cl than a more

conventional cove with flow separation and reattachment. Detailed measurements of

the three cove regions examined indicated that, while the details of the flow within

the cove differ, all three coves produced very similar flap slot velocity profiles. These

findings were also confirmed by Alemdaroglu [5] and Zabloudil et al [118].

The one aspect of the flow that Wentz did not investigate, was the effect of flow

confluence over the flap. Bario et al [7] published a paper documenting the confluence

of a wake and a boundary layer, and although their findings were not conclusive, they

served to highlight the need for more research in this specific area. This void was

subsequently filled by Squire and Zhou [94], who first investigated the interaction

of a wake and a turbulent boundary layer in zero and adverse pressure gradients.

They found that the level of turbulence in the wake has the strongest influence on

the interaction, but more importantly, that numerical solutions of confluent flow re-

lying on eddy viscosity turbulence models are incapable of accurately depicting the

flow physics involved. Squire and Argoropoulos [93], Squire [92] and Moghadam and

Squire [54] then furthered this research by experimental and numerical investigation

of the interaction between the wake of a slat and the boundary layer on the main

wing in two and three dimensional flows. These efforts were also pursued by Thomas

et al [100] at NASA and Ying et al [113] at Boeing, who confirmed that there is

little interaction between the wing wake and the flap boundary layer, but that the

interaction between the slat wake and the wing boundary layer is considerable (hence

most research is concentrated in that area). Thomas et al [100] also found, that in the
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initial region of the interaction, the shear stress and mean velocity gradient normal

to the wall can have opposite signs which implies that the effective eddy viscosity is

negative. This severely restricts the validity of all eddy viscosity based turbulence

models still in use today, and thus researchers generate proprietary codes to solve

confluent flows, or are forced to resort to the Reynolds Stress Model (RSM) or its

variants.

In order to close the gap between the flight and wind tunnel Reynolds numbers,

Spaid [90] focused his attention on high Reynolds number wind tunnel testing and

flight testing. With the advent of advanced integrated sensors reported on by Gr-

eff [32], Yip et al [114] conducted a subsonic transport high-lift research program

employing a B-737-100 with a triple-slotted Fowler flap for comparison with wind-

tunnel and computational results. The studies focused on shock/boundary layer

interaction on the slat, flow separation and reattachment, confluent turbulent bound-

ary layer, flow transition, relaminarisation, employing Preston tubes, hot films, rakes

and pressure belts, with the findings reported by Yip et al [115], VanDam [102] and

VanDam [101]. The main finding of this research programme was the continual pres-

ence of laminar flow conditions over the wing even during flight, and the turbulent

contamination of the laminar flow regions affected by upstream elements such as slats.

Finally, in 1997, Bertelrud et al [9], Bourassa et al [11], McGinley et al [50], and

Moens et al [52] tackled the experimental and numerical investigation of flow transi-

tion in high lift devices, while Paschal et al [65], Takeda et al [96], Baragona et al [6],

and Biber [10] focused on the unsteady aerodynamic effects in high lift systems.

2.2 Numerical Research

Numerical studies of high-lift aerodynamics started in 1971 when NASA commis-

sioned a computer program, which evaluated the aerodynamic characteristics of multi-

component airfoils in subsonic flows [95]. It was suggested that in most applications,

the slot-flow analysis may be by-passed in the calculation sequence except where war-

ranted by the more unique slot configurations. To improve the computation of slot

flow and free turbulent mixing computations, Morel and Torda [56] tested Bradshaw
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et al’s [12] interaction hypothesis, only to find that the structure of turbulence in free

shear flows is less universal than that in boundary layers, but they concluded that

the interaction hypothesis of Bradshaw to free shear flow is a “workable concept”.

In 1993, as part of the Advisory Group for Aerospace Research and Development

(AGARD) symposium focusing on high lift aerodynamics, Navier-Stokes calculations

were performed on multi-element airfoils using a chimera based solver. A chimera

based grid avoids the need for precise alignment of mesh blocks in complex geome-

tries. Instead, the grid consists of independently constructed blocks that overlap. A

Chimera based solver is a solver that can accommodate the domain discontinuity of a

Chimera grid by interpolating between the grid blocks to construct a continuous flow.

During the AGARD conference, it was found that for the two-element case without

confluent boundary layer flow, excellent prediction was obtained up to stall, which

was within 2% of the experimental values. Less accurate results were obtained for

the case exhibiting confluent boundary layer flow [37]. This research was furthered

by Jones et al [39] who investigated multi-zonal grid techniques, while Mathias et

al [47] and Jirasek et al [38] focused strictly on the flow about the flap trailing edge.

Jones et al [39] concluded that while the absolute level of the computed lift may not

be in precise agreement with the experimental data, the fact that the difference be-

tween computation and experiment remains relatively invariant with angle of attack

suggests that trends can be reliably detected from the computations. Both Mathias

et al [47] and Jirasek et al [38] discovered that the precise geometric definition of the

flap trailing edge (TE) can have significant impact on the computed results. While

some researchers attempted to simplify the sharp geometry of a flap TE in an effort

to affect a higher quality mesh, the simplified mesh construction came at the expense

of the solution accuracy of the flow in that region.

In the 1990s, there were three numerical approaches, DNS, LES and RANS. Due

to the astronomic computational requirements of DNS and LES, RANS simulations

dominated the numerical research scene of high lift devices in the 1990s and early

2000s. Murayama et al [61] investigated the effect of mesh construction on the solu-

tion accuracy, and they found that while Cl was less sensitive to mesh density, and
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the difference was little between structured and unstructured meshes, the difference

in Cd was much larger. However, with careful distribution of mesh points in unstruc-

tured meshes, the detail in flow physics could also be well resolved. Murayama and

Yamamoto [60] determined that the computational domain boundary should be at

least 50 chord lengths away from the body surface, and increased mesh density within

2 chord lengths of the body is required to accurately predict drag.

As discussed in the introduction, RANS simulations are largely dependent on the

turbulence model employed. For this reason, considerable effort has been dedicated

to quantifying the effect of turbulence model selection on the solution. Rogers et

al [73] began this line of inquiry by evaluating four turbulence models (Baldwin-

Barth, Spalart-Allmaras, Shear Stress Transport, and Durbin-Mansour). They found

“excellent agreement between computational and experimental surface pressures, but

only moderately good agreement was seen in the velocity profile data. In general, the

difference between the predictions of the different models was less than the difference

between the computational and experimental data”. Some researchers believed that

the poor simulation-to-experiment correlation was due to a lack of transition pre-

diction modelling, which was investigated by Rumsey et al [83], who noted that the

transition location is crucial to the accurate computation of boundary layer velocity

profiles. Rumsey et al [83] also compared several turbulence models and they found

that the SST model was more accurate in separated flow regions, the SA model per-

formed better for attached flows and wakes including the region in which the wake

and boundary layer merged, and that the explicit algebraic stress turbulence model

(EASM) overall yielded results that were similar to linear eddy-viscosity turbulence

models. Rumsey and Gatski [82] then investigated a new k − ω form of the EASM

which included non-linear terms to improve predictions of turbulent shear stress be-

hind the trailing edge of the main element and near mid flap. They found that the

k − ε form of the EASM was “ill suited” for use in this flow, because it overpredicts

turbulence regions of adverse-pressure gradient wall bounded flows. The new k − ω

form does not suffer from this problem, and was shown to improve the prediction of

the turbulent shear stress behaviour. Rumsey and Gatski [82] also noted that curva-
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ture corrections did not have significant effect in the flap region where the flow field

undergoes the greatest curvature.

The one significant drawback of the EASM is its computational cost. Reyes et

al [72] deemed this cost high enough to declare the k−ω EASM turbulence model “un-

suited and computationally too expensive” for high-lift wing application. While most

researchers have steered clear of the full Reynolds Stress Transport Model (RSM)

due to its immense computational cost (7 equations), Davidson [19] illustrated the

superiority of the RSM model over the k−ε turbulence model in the prediction of the

stall angle of a low-speed airfoil. Chaouat [13] extended Davidson’s work to high-lift

flows and confirmed the superiority of RSM over the k− ε as well as the SST model.

They found that the RSM model predicts numerically these airfoil flows for a large

range of incidences in very good agreement with the experimental data.

A high-lift workshop was hosted by NASA [40] in 1997 in order to compare various

numerical solutions of two-dimensional flow revealing the following findings:

• in general, RANS methods showed less variability among codes than did poten-

tial and Euler solvers coupled with boundary-layer solution techniques,

• lift was more accurately predicted than drag for both methods,

• the CFD methods did well in predicting lift and drag changes due to variations

in Reynolds number, however, they did not perform well when predicting lift

and drag increments due to changing flap gap,

• pressure and skin friction compared favourably with experiment for most codes,

and

• there was a large variability in most velocity profile predictions.

At the McDonnell Douglas Corporation, Lynch et al [46] used their state of the art

NSU2D RANS solver to investigate the accuracy of two dimensional CFD codes in

predicting simple changes in flap rigging and flap deflection. They found that the

predictions obtained with the one-equation turbulence model (SA) closely approxi-

mated the overall flow mechanism limiting maximum lift, but they did not adequately
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capture changes due to configuration modifications which influence the merging and

spreading of shear layers and wakes. Their experimental results suggested that flow

separation on the flap upper surface at approach conditions is often a limiting factor

in establishing appropriate flap rigging, but the RANS CFD predictions of this flow

phenomenon are not reliable. The study of two-dimensional flow over high-lift de-

vices was then furthered by Murayama et al [59], who found that without transition

modelling, Menter’s SST turbulence model predicted the best results of aerodynamic

forces, the maximum lift and the stall angle. In a further study, Murayama et al [58]

also found that the difference between structured and unstructured grids was negligi-

ble, although a higher number of mesh points was required in an unstructured grid to

match the accuracy of a structured grid. Murayama et al [57] expanded their study

to three-dimensional flows over high lift devices. They confirmed that although at

lower angles of attack a structured grid has the advantage of a lower computational

cost, it takes considerably longer to generate initially. At higher angles of attack,

the difference between the results of the structured and unstructured mesh became

larger, with flow separation on the slat being particularly sensitive to the mesh den-

sity. Although the solution accuracy achieved was excellent for the lift force (a mere

1.4% difference in CLmax), the difference in drag calculation ranged between 3-6%.

More importantly however, Murayama et al [57] found that the mesh resolution near

the wing-fuselage junction was very important in improving the accuracy of three-

dimensional computational results.

A large number of studies investigating the three dimensional aerodynamics of

high lift systems originated in the early 1990s. A surface panel method and a Euler

solution was compared to high-lift flight test data by Dodbele [22], who found con-

siderable differences when the computational surface pressures were compared with

the results from the high lift flight test. Edge and Perkins [23] demonstrated the

ability of a low-order potential solver (PMARC) in predicting accurate inviscid 3-D

flow features in complex geometries, by establishing that the panel method is able to

predict reasonably well the pressure distributions of a multi-element wing. At NASA,

Mavriplis and Pirzdeh [48] carried out a complete geometry to drag-polar analysis of
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a three dimensional high-lift configuration of a transport aircraft using RANS. They

found that the experimental lift values are over-predicted by both fine and coarse

grid results. However the slope of the lift curve is reproduced very accurately by

both computations. Upon closer inspection, Mavriplis and Pirzdeh [48] also found

that isolated flow features such as the slat wake are not captured adequately, because

there had been no effort to anisotropically increase the grid resolution in these areas.

A similar large scale project called MEGAFLOW [42] was initiated and led by the

Deutches Zentrum für Luft-und Raumfahrt (DLR), employing their RANS solvers

FLOWer (structured) and TAU (unstructured). The objective of MEGAFLOW was

the development and validation of a dependable and efficient numerical tool for the

aerodynamic simulation of complete aircraft in cruise as well as take-off and landing

configurations. Rudnik et al [78] reported good comparison to experimental data for

moderate angles of attack, α. Beyond α = 15◦, the FLOWer solution employing the

k−ω turbulence model exhibited premature separation in the area of the flap cutout,

which was not observed in the experiments, while the TAU code, which employed

the SA turbulence model, did not exhibit this type of premature separation. Their

results indicated that the stall mechanism is not properly simulated by the numeri-

cal approaches. Some potential causes of the discrepancies listed include: influence

of artificial dissipation by incorporating preconditioning, turbulence model, lack of

transition prescription, and minor geometrical differences between experimental and

CFD geometries.

Following DLR’s lead, Rogers et al [74] set out to perform a CFD analysis of

an entire high-lift aircraft from CAD to post-processed solution in 50 working days.

Rogers et al [74] were able to meet this objective using NASA’s OVERFLOW soft-

ware modelling a Boeing 777, while they investigated the effects of sealing a spanwise

gap between two leading edge components and the effect of adding a nacelle chine.

They reported that at approach conditions, the computational lift was within 1.5% of

the experiment and the computed drag was within 4%. However, the computational

model under-predicted the lift at higher angles of attack and missed its maximum

lift by nearly 11%. As a result of the poor correlation reported by Rogers et al [74]
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at higher angles of attack, Rumsey et al [84] investigated the effect of side wall vent-

ing on three-dimensional flow. Rumsey et al [84] found that, while the modelling of

the side wall venting in the CFD simulation reduced the simulation-to-experiment

discrepancy from 11% to 5%, the effect of modelling support brackets brought the

simulation to within 2-3% of the experimental results. Further lessons learned by

Rumsey et al [84] included:

• 2-D CFD should not be expected to agree with the nominally 2-D wind tunnel

experiment at high lift conditions because the experiment lost its 2-D character

at high angles of attack, and

• 3-D CFD using the current grids and methodology compared well with the

experiment at a low angle of attack, but did not adequately model the character

of the wind tunnel flow field near maximum lift.

A similar automated CFD analysis was also investigated by Moitra [55], who reported

that their automated software package was validated for slat and flap effectiveness

studies, Reynolds number effects, and gap sensitivities. He demonstrated that the

prediction of gap sensitivities for a range of flow conditions and geometric configura-

tions was in very good agreement with test data.

By far, the largest project investigating high-lift systems in transport aircraft was

the European High Lift Programme I and II (EUROLIFT I&II). Building on the work

of ONERA [98] and GARTEUR [97] Aerodynamics Action Groups who investigated

an Airbus A310 in take-off and landing configuration in an extensive wind tunnel

and flight test campaign, EUROLIFT I [99] aimed to improve the understanding of

dominant high-lift flow phenomena, and to account for these effects early on in the

design process. While RANS simulations were utilized to prepare the test campaign,

EUROLIFT I was primarily an experimental investigation, where Séraudie et al [88]

investigated the transition behaviour under the Reynolds number influence. Under

the leadership of Airbus-Deutschland, the EUROLIFT II [80] programme included

a consortium of 13 partners from the European Airframe industry and European

research institutions with general objectives of validation of numerical and theoret-
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ical methods for the exact prediction of the aerodynamics of a complete aircraft

in high-lift configuration at flight Reynolds numbers by employing state-of-the art

RANS-methods along with the European Transonic Wind Tunnel (ETW) and the

Low Speed Wind Tunnel (LSWT) of Airbus-Deutschland. Beginning with a simple

wing-fuselage configuration, the model complexity was increased in four stages. The

last stage included the flaps, slats, pylon mounted nacelles and strakes. The second

stage configuration, which included the wing, fuselage, flaps and slats, was analysed

numerically by a large number of 3D RANS CFD codes. Rudnik et al [76] reported

that maximum lift is simulated in fair agreement to the experimental evidence for

wind tunnel conditions. Nevertheless, a considerable scatter of the results of a vari-

ety of European codes is observed, especially when computing drag. In their analysis

of turbulence models, Rudnik et al [76] found that for high lift flows, the explicit

algebraic Reynolds stress model (EARSM) has been shown not to offer the bene-

fits observed in transonic applications. As part of EUROLIFT II, Moens et al [53]

focused on the impact of transition on performance investigating Reynolds number

dependent transition processes such as Tollmien-Schlichting and cross-flow instabil-

ity growth, attachment line contamination, relaminarisation and separation bubbles.

They verified that computations with transition prescribed using experimental results

at limited wing sections led to an improvement of the performance prediction; close

to maximum lift, the complex shape of the transition line on the wing surface must be

considered in order to produce a more realistic solution. In particular when separation

bubbles are present, a high sensitivity of the bubble size to the prescribed transition

location has been shown. Various transition prediction tools were then evaluated;

however, their utility was found to be quite limited. Rudnik [81] then investigated

the stall behaviour of the various high-lift configurations. Specifically, Rudnik [81]

analysed the stall behaviour spanwise pressure distributions at maximum lift and at

lift breakdown at the two Reynolds numbers (2.3 x 106 and 25 x 106) for each of the

four complexity stages. He found that mounting a nacelle and pylon to the configura-

tion led to a distinct change in the location of the lift breakdown, which is not affected

by Reynolds number. By adding the nacelle strake, the lift breakdown inboard of the
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nacelle is successfully alleviated. In a cooperative effort between DLR, ONERA, the

Swedish Defense Research Agency and Centro Italiano Ricerche Aerospaziali, Wild et

al [112] targeted the improvement of the take-off performance of a generic transport

aircraft by a redesign of the trailing edge flap. A numerical optimization method was

first performed using CFD analysis results of a two-dimensional wing-flap configura-

tion. The results were then carefully transferred to a three-dimensional model, and a

wind tunnel verification was performed. The comparison of numerically predicted im-

provements with experimental data showed an astonishing agreement [112]. Rudnik

and Germain [77] investigated the Reynolds number scaling effects using the various

configurations with respect to lift curves and drag polars. They investigated Reynolds

number ranging from 1.5 x 106 to 25 x 106, finding that the strongest increase in max-

imum lift was observed up to Re = 5 x 106. In the intermediate range (Re = 5 x 106

to 15 x 106), a highly non-linear behaviour of the maximum-lift values was observed.

Burg et al [103] studied the impact of geometric details in high-lift configurations on

flow separation near maximum lift. Their objective was to examine the influence of

pressure tube bundles, wind tunnel walls and model mounting and the effect of model

deformation for a high-lift wind tunnel half-model using viscous flow computations.

Burg et al [103] reported that of all configurations considered, the mounting of the

half-model had the most significant effect on the aerodynamic coefficients. Specifi-

cally, the inclusion of wind tunnel walls explained the main difference between the

experimental and the computed forces due to crossflow velocity components caused

by the model mounting. They further suggested that this increased accuracy comes

at a tremendous cost. While the model deformation and the inclusion of slat tracks

and pressure bundles result in an increased cost of about 10% each, the inclusion

of the wind tunnel walls and model mounting increases the computational cost by

approximately 400%. This staggering cost increase is the result of the necessity to

generate computational viscous grids for the entire wind tunnel, as well as the need to

set the back pressure to match the upstream flow conditions [103]. Finally, following

the extensive wind tunnel campaigns utilising the ETW and LSWT, a series of highly

instrumented flight tests were planned to further validate the CFD results. Rudnik et
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al [79] reported on their progress on the implementation of integrated boundary layer

rakes, boundary layer probes, in-flight PIV, and wing deformation measurements us-

ing Image Pattern Correlation Techniques for use during their flight testing stage on

a A320-200 aircraft.

Although the predominant CFD method employed for the analysis of high-lift sys-

tems is RANS, some researchers have explored the field with other methods. Piomelli

et al [67] employed Large Eddy Simulation (LES) to study the wake/boundary layer

interaction at low Reynolds numbers (Re = 385 and Re = 1155), while Cummings

et al [17] executed simulations of a NACA 632 − 215 with a leading edge slat and a

trailing edge Fowler flap using Detached Eddy Simulation (DES).



Chapter 3

Model Geometry

Since the primary objective of this project was to provide a quantitative analysis of

the effect of the variation of the flap gap and overlap of a CP-140 Aurora (P-3 Orion)

shown in Figure 3.1, it was essential to obtain or generate an accurate computer-aided

design (CAD) model of the aircraft wing in question. In 2002, the National Research

Figure 3.1: CP-140 Aurora[27]

Council Canada (NRC) conducted wind tunnel experiments and CFD analyses in co-

operation with the Directorate of Technical Airworthiness and Engineering Support

(DTAES) as part of the CP-140 Service Life Assessment Program (SLAP). For this

purpose, NRC generated a CAD model, which was verified and met the approval of

the aircraft’s manufacturer (Lockheed Martin) for accuracy. The wing portion of this

NRC generated CAD model was obtained for the use in the present investigation

from NRC [8]. The CAD model included the solid wing only (it did not include the

engines, nacelles, propellers, flaps or ailerons) from wing station (WS) 90 outboard.

WS90 is located 90 inches from the centre line of the fuselage. The model scale was

determined to be 1:16 based on the measured wing tip chord of the CAD model.

General aircraft specification were obtained from the NASA Airborne Laboratory

Experimenter Handbook [16] for their P-3B Orion, which is the US variant of the

23
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CP-140 Aurora.

The NRC CAD model was generated based on laser scans of an actual CP-140

aircraft; the measurements were conducted in the clean, take-off, and landing config-

urations. The resulting coordinates from these scans were also obtained from NRC,

and utilizing the scan of the aircraft in landing configuration (flap deployed and de-

flected to 40◦), the flap profile was obtained following the application of rotation

matrices accounting for the trailing edge sweep angle, wing anhedral, wing twist and

flap deflection angle.

Using the CAD software Solidworks, the flap profile was then cut out of the exist-

ing CAD model to obtain the present flap geometry. Unfortunately, no information

could be obtained for the geometry of the flap cove from the NRC measurements,

hence the maximum allowable gap was assumed in accordance with Figure 3.2 and

a flap cove was generated mimicking the flap profile. It was recognized that this is

Figure 3.2: Stowed flap tolerances from technical publication [1]

an unquantifiable uncertainty in this investigation. Fortunately, Wentz and Osto-

wari [106], who investigated the effect of the flap cove geometry of a deployed Fowler

flap, found that three different cove geometries showed very similar flap slot velocity

profiles. Since the objective of this investigation was the change in the aerodynamic

force and not its absolute value, it was surmised that the flap cove geometry did not

introduce a significant source of error. The clean configuration geometry is illustrated

in Figure 3.3. Next, the hinge line of the flap was determined, in order to define the
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Figure 3.3: 3D CAD model - Clean Configuration

landing configuration flap position. The flap hinge line location, its travel path and

its fully deployed position (landing configuration) were determined using data from a

combination of sources. The initial NRC scan included the definition of the flap track

path. Adams [4] provided engineering drawings of the wing, while Harrison [34] took

measurements of the flap gap and overlap of a newly re-winged CP-140 Aurora at

IMP in Halifax. Utilizing the information from these sources, the landing configura-

tion CAD model was constructed and is presently illustrated in Figure 3.4. Since this

Figure 3.4: 3D CAD model - Landing Configuration

investigation consisted of a two-dimensional flow analysis, the representative cross-

section of the wing was then selected at WS188, which is located directly behind the

inboard engine. As the flap chord is constant along the entire flap span and the wing
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has a taper ratio of λ = 0.4, the percent flap chord of the total wing chord varied

along the wing span. At the selected location, WS188, the flap chord was 25% of the

wing chord with the flap stowed (cflap = 0.25cw).

Figure 3.5: 2D CAD model - Clean Configuration

Figure 3.6: 2D CAD model - Landing Configuration



Chapter 4

Numerical Simulations

4.1 Geometry

In the present work, a 2D wing profile from the CP-140 Aurora was investigated in

the clean and landing configurations. The focus of this study was on the effect of the

variation of the flap gap and overlap on the aerodynamic performance of the wing

in landing configuration. The complete definition of the geometry was outlined in

Chapter 3. The airfoil profile of the CP-140 wing is based on the NACA 0014-1.10

40/1.051 † profile at the wing root, and NACA 0012-1.10 40/1.051 profile at the wing

tip [16]. The simulations used an NRC CAD model of the CP-140 aircraft. The

wing chord (cw) with the flap nested measured cw = 184”. The measured maximum

thickness to chord ratio of the selected cross-section was t/c = 0.14. Two configura-

tions were investigated: clean configuration with δflap = 0◦ and landing configuration

δflap = 40◦. All configurations investigated were solved using the Computational

Fluid Dynamics (CFD) code ANSYS Fluent 14.0.

4.2 Fluent 14.0 solver validation

The commercially available CFD solver, Fluent 14.0TM, has been available for many

years. Because of its availability, this software package has been used and validated

in the scientific community for a number of flows. For example, the validation work

of [86] [45] showed that the agreement with experimental data ranges from 6% to

10% when assessing the coefficient of lift, Cl. The general consensus [24] [36] [18]

is that for angles of attack less than α = 10◦, Fluent is in good agreement with its

corresponding experiments. These investigations also identified the turbulence model

selection as the main source of the CFD-experiment discrepancy. For this reason,

† 1.10=Leading Edge Radius Parameter, 40 = location of t/c in percent chord, and 1.051 = Trailing
Edge Parameter

27
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ANSYS Fluent 14.0 was not validated as a solver in this investigation, and only the

turbulence model selection was carefully reviewed.

4.3 Solver methodology

Fluent 14.0 was employed in the Reynolds Averaged Navier-Stokes (RANS) mode.

This solver uses a control volume based technique to convert a general scalar trans-

port equation to an algebraic equation that can be solved numerically [33]. Due to

the low Mach number of the landing configuration of the CP-140 (Ma = 0.24), the

pressure based method was used to solve the incompressible continuity (Eq 4.1) and

momentum (Eq 4.2) equations.

∇ · V = 0 (4.1)

ρ(
∂V

∂t
+ V · ∇V ) = −∇P + µ∇2V + f (4.2)

Where:

V = velocity vector

ρ = density

P = pressure

f = other body forces

This results in difficult convergence unless a suitable pressure-velocity coupling algo-

rithm is used. Fluent was used in its uncoupled mode, which means that each equation

was solved individually. Pressure-velocity coupling was achieved using the pressure-

based segregated Semi-Implicit Method for Pressure-Linked Equations-Consistent

(SIMPLE-C) algorithm, which indeed has proven to accelerate convergence in this

study. The pressure gradient was discretized using the least squares cell based

method, a standard pressure discretization and a second order upwind scheme were

used for momentum and modified viscosity discretization. Higher-order term relax-

ation, Numerical Diffusion, was also utilized in order to reduce the fluctuations of the
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residuals; the higher order coefficient relaxation was set to 10−7 for all variables.

4.4 Turbulence model selection

Since it has been shown that the choice of turbulence model could be a source of error,

much care was taken in this aspect of this work. In order to quantify the effect of the

turbulence model, the 2D steady state solution was computed using three different

turbulence models, namely, the Spalart-Allmaras (SA), the Shear-Stress Transport

(SST), and the Reynolds Stress Transport (RSM). The initial conditions were set to

a uniform flow-field corresponding to the inflow conditions. These conditions were the

starting point for computations using the SA turbulence model. Once a converged

solution was obtained, the computation was repeated using the SST turbulence model

first, and then followed by the RSM turbulence model. Hence, the converged solution

of the SA turbulence model computation was used as the initial conditions for the

computations employing the SST and RSM turbulence models in an effort to accel-

erate convergence.

4.5 Boundary conditions

Standard boundary conditions appropriate for a 2D steady computation analysis were

used for all configurations. Since Fluent is a finite volume based solver, a 2D analysis

was achieved with a domain depth of one cell. Subsequently, symmetry boundary

conditions were applied to the spanwise faces thereby simulating an infinite wing.

The wing as well as the flap were defined as stationary walls with no slip condition,

and the domain outlet was defined as a pressure outlet. The reported stall speed of

the P-3 Orion was 133 knots (68.42m/s)[2], hence the free stream velocity, U∞, at

the inlet was set to U∞ = 1.2Vstall = 82m/s (Ma = 0.24) at α = 0◦ with a tur-

bulence intensity specified at the domain inlet as Tu = 10%. At these conditions,

the computed lift coefficient, Cl, for the landing configuration was 2.37. Since these
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simulations were executed months ahead of the experimental campaign, the turbu-

lence intensity level within the wind tunnel was not known, and the Tu = 10% was

selected arbitrarily. This turbulence level at the inlet resulted in a Tu ≈ 1% at the

wing LE. Atmospheric pressure was specified at the velocity inlet as standard at-

mospheric (P = 101.325kPa), and laminar to turbulent transition was not specified

anywhere in the domain.

4.6 Mesh Methodology

The mesh or grid is the method of discretizing the physical domain of the problem.

All grids in this investigation were constructed using the mesh generation software

Pointwiser. According to Murayama et al [57], while the generation of a structured

versus unstructured grid is more time consuming, the solution of a structured grid

is considerably more economical. Due to the large number of cases comprising this

investigation, and consequently the considerable amount of computational time re-

quired, a structured mesh was chosen.

A C-Grid topology was selected in order to better accommodate the complex

geometry, mesh point distribution, and cell diffusion of the problem at hand. The

domain boundary was placed 50 chord lengths away from the airfoil surface in every

direction in accordance with Murayama and Yamamoto [60], who determined this

to be the minimum acceptable domain size capable of producing accurate flow pre-

dictions. The boundary layer around the airfoil was fully resolved in the solution

grid with a y+ = 0.75 at the wing and flap surfaces. The y+ parameter was derived

from the law of the wall [87], and represents the dimensionless wall distance that was

normalized with the friction velocity and the local kinematic viscosity. The increased

grid density within 2 chord lengths suggested by Murayama and Yamamoto [60] for

accurate drag prediction was not adhered to due to the significant increase in compu-

tation time that it would require. A maximum cell growth rate of 1.1 was employed

within the boundary layer, and a maximum growth rate of 1.2 was utilized in the

remainder of the domain as recommended by Piomelli [66]. Figure 4.1 illustrates the
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solution mesh generated for the clean configuration. The domain size approximately

450 x 450m2, while the wing chord was 4.526m in length.

For the numerous landing configuration cases, the mesh construction method was

Figure 4.1: Clean Configuration - fine mesh

carefully considered. Since both the flap gap and overlap were varied in increments of

0.01cw up to a maximum increase of 0.04cw; 25 distinct landing configurations were

needed. In an effort to minimize the mesh generation time, the dynamic mesh func-

tion of Fluent was employed. For further detail, refer to the Landing configuration

mesh generation Section 4.8.1 on page 38.

Two HP Z800 workstations containing 2 Intel(R) Xeon(R) X5650 processors each,

were available for the duration of the investigation. Additional computers were uti-
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lized in an effort to solve multiple cases simultaneously. These additional computers

were HP Compaq 6005 machines equipped with AMD Phenom (tm) II X4B95 pro-

cessors.

4.7 Clean Configuration

4.7.1 Grid Generation

The clean configuration consisted of the wing with the Fowler flap nested in the flap

cove. Considerable effort was devoted to validating the mesh using grid convergence

studies. First, a coarse mesh was generated by distributing 370 mesh points along the

airfoil and 170 mesh points along the trailing edge with a y+ = 2. Subsequent meshes

were generated by increasing the mesh density by 40% each time, and by increasing

the boundary layer resolution to y+ = 1 and y+ = 0.75 respectively. Figures 4.2,

4.3, and 4.4 illustrate the mesh density progression for the clean configuration. The

number of total points in each grid was: coarse = 0.36 x 106, medium = 0.48 x 106,

and fine = 0.69 x 106. Figures 4.5 and 4.6 illustrate the details of the fine mesh.

Figure 4.2: Clean configuration coarse mesh
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Figure 4.3: Clean configuration medium mesh

Figure 4.4: Clean configuration fine mesh

It is important to note that flow through the gap between the main wing and the

Fowler flap was not modelled in the clean configuration, although its outline can be

seen in Figure 4.5. Several attempts were made to model the flow through this slot

in the clean configuration, however due to the sharp geometry near the front of the

flap cove on the lower surface of the wing a sufficiently converged solution remained

elusive. Furthermore, since the flow through this clean configuration slot was mini-

mal, its effect on aerodynamic performance was consequently negligible.
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Figure 4.5: Clean configuration boundary layer mesh

Figure 4.6: Clean configuration trailing edge mesh

4.7.2 Solution Convergence

In Fluent, the scaled residuals are computed as follows; the conservation equation for

a general variable φ at cell P is:

aPφP =
∑
nb

anbφnb + b (4.3)

Where:

ap = centre coefficient and is computed as:

aP =
∑
nb

anb − SP (4.4)

anb = influence coefficients of neighbouring cells

b = contribution of the constant part of the source term Sc in S = Sc + SPφ
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Hence, the unscaled residual (Rφ) is computed as:

Rφ =
∑
cellsP

|
∑
nb

anbφnb + b− aPφP | (4.5)

and the scaled residual is obtained as:

Rφ =

∑
cellsP

|
∑
nb

anbφnb + b− aPφP |∑
cellsP

| aPφP |
(4.6)

The convergence of the clean configuration solution was determined by the magnitude

of the scaled residuals. A residual threshold of less than 10−6 was deemed sufficient

for the continuity, x-velocity and y-velocity residuals for all three turbulence models.

4.7.3 Grid Convergence

A grid convergence study scrutinized the profiles of velocities U , velocity V , pressure

P , and the friction coefficient Cf at the 10 stations illustrated in Figure 4.7. An

Figure 4.7: Grid convergence test stations

example of the grid convergence analysis illustrating velocity U at the location of

maximum t/c is illustrated in Figure 4.8.

Velocity U was the velocity in the local x-direction, Ue represented the external

velocity in the local x-direction outside the BL, and velocity V was the velocity in

the local y-direction. First, the average velocity and pressure of each profile at each

station was evaluated with a grid convergence criterion of < 2% variation. Next,

a comparison of the maximum velocity and pressure magnitudes followed at each

station. For the SA solution, the maximum variation with respect to the fine grid
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Figure 4.8: Grid convergence using velocity U at location of maximum t/c

found in the velocity and pressure maxima between the medium and fine grids were:

∆Umax = 0.4%, ∆Vmax = 0.1%, and ∆Pmax = 0.99%. The friction coefficients were

completely converged. The lift coefficient, Cl, for the wing section was also monitored

for convergence, and the variation in Cl between the grids, using the SA turbulence

model, was ∆Cl = 1.4%.

4.7.4 Clean configuration solution

Due to the grid quality (y+ = 0.75), it was possible to compare the simulations to

the law of the wall, which deals with the laminar sub-layer and turbulent region of

a 2D boundary layer. Figure 4.9 compares the simulated results to the law of the

wall at 0.70cw. It shows that, while all three turbulence models approximate the

law of the wall quite closely, the SA turbulence is the closest simulation. The von

Kármán constant used was κ = 0.41 as generally accepted for this type of flow [87].

Considering that the SA turbulence model was specifically designed for aeronautical
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flows, this conclusion was not unexpected.

Figure 4.9: Law of the wall verification, clean configuration at 0.70cw, Re = 24 x 106
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Table 4.1 summarizes the lift coefficients, Cl, computed for the clean configura-

tion using all three turbulence models. Figure 4.10 illustrates the same lift coefficients

graphically.

Table 4.1: Cl values for different Tu models - clean configurations

Angle of Attack SA SST RSM

0◦ 0.58 0.56 0.56
5◦ 0.85 0.84 0.84
10◦ 1.08 1.07 1.06
12◦ 1.16 1.13 1.13
14◦ 1.21 1.15 1.19
16◦ 1.24 1.21 1.22
18◦ 1.25 1.23 1.23

As can be seen from Figure 4.10, the influence of the turbulence model on Cl was

negligible. All three models investigated underestimated BL separation, thereby de-

laying stall to a much higher angle of attack as was confirmed by the present as well

as the NRC experimental campaigns. The prediction of the separation location on

the TE of the clean configuration will be discussed in Chapter 6.

4.8 Landing Configuration

4.8.1 Grid Generation

The landing configuration consisted of the flap deployed to a maximum deflection

angle of 40◦. Following the successful simulation of the clean configuration, a grid of

identical domain dimensions and similar mesh density was constructed for the land-

ing configuration. The G0-O0 (gap increase = 0cw, overlap increase = 0cw) landing

configuration consists of the Fowler flap deployed to 40◦, with a flap gap = 3.625”

and overlap = -0.5”. Each landing configuration was identified by the size of flap

gap and overlap increase from this manufacturer specified position in increments of
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Figure 4.10: Clean configuration lift curves - variation between different turbulence models

percent wing chord (cw).

Although the final goal was to employ the dynamic mesh function with multiple

domains, a single domain mesh was first created for the purpose of grid convergence

analysis. Using a similar grid convergence methodology as for the clean configura-

tion, a grid convergence study was conducted using four meshes namely, coarse =

0.37 x 106 cells, medium = 0.56 x 106 cells, fine = 0.89 x 106 cells, and superfine =

1.28 x 106 cells. Having identified a grid of sufficient density, five more grids were

then constructed for the purpose of mesh density distribution analysis. Considering

the complex geometry, the effect of varying the mesh density in key locations was

explored and compared. Finally, a multi-domain grid was constructed, and was then

subjected to a further grid convergence study to identify any effects that domain

segregation may have on the solution. Four multi-domain grids designed to accom-

modate the dynamic mesh function as well as the sliding mesh function in Fluent

were thus constructed. The domain division effectively separated the flap from the
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wing, thereby allowing independent movement as illustrated in Figure 4.11. The grid

along the interfacing domain boundary was designed to accommodate cell generation

as illustrated in Figure 4.12. Using this grid configuration, the flap could then be

moved independently of the main wing, thereby increasing the flap gap or overlap at

will.

Figure 4.11: Solution multi-domain mesh

Figure 4.12: Solution multi-domain mesh

The three options for the dynamic mesh function in Fluent include smoothing,

layering and re-meshing. Since the re-meshing and smoothing functions could only

be used with an unstructured grid, only one option was suited to the problem at
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hand, the layering option. The layering function either generates new cells or deletes

existing cells at a domain boundary, according to the speed and translation of the

entire domain. When a mesh moves away from a domain boundary, the adjacent cell

is stretched until it exceeds a user specified growth, at which point it splits in two

cells. In the case of a mesh approaching a domain boundary, the cell is reduced in

size until it again reaches a user specified reduction in width, and then is merged

with the next adjacent cell. The layering function in this investigation was controlled

so that a new layer was added at the top of the flap domain, thereby displacing the

flap downwards, and whereby increasing the flap gap. Alternately, a new layer can

also be added on the left side of the flap domain, thereby moving the flap aft and

increasing the overlap. A UDF (User Defined Function) was written in C++ to con-

trol the speed and direction of the dynamic mesh movement, and was employed with

the layering function so that each new layer of cells was of equal size to the preceding

domain boundary layer. Due to the difference in cell width in the X and Y direction,

as seen in Figure 4.12, 37 new layers were generated for every 0.01cw increase in flap

overlap (x-direction), while 363 new layers were generated for every 0.01cw increase

in flap gap (y-direction). The solution grid for the G0-O0 configuration contained

0.95 x 106 cells (1.9 x 106 points) while configuration G4-O4 contained 1.5 x 106 cells

(3.5 x 106 points).

4.8.2 Solution Convergence

The convergence of the landing configuration solutions was considered at length.

While the clean configuration solutions did not display any convergence instability, the

landing configuration solutions displayed an exponential decay of the lift coefficient,

Cl, drag coefficient, Cd and moment coefficient, Cm as illustrated in Figure 4.13. This

exponential decay was exacerbated by increases in flap gap and overlap. While the

scaled residuals were still monitored, the solution convergence was judged based on the

convergence of Cl. The convergence criterion was the periodic oscillation amplitude of

Cl < ±0.01, thus resulting in a relatively small solution uncertainty. For the example

illustrated in Figure 4.13, the scaled residuals were as follows: continuity = 5.45 x
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(a) (b)

(c)

Figure 4.13: Convergence history of coefficients of configuration G0-O0 α = 0o (a) Cl, (b) Cd,

(c) Cm about 0.25cw positive indicates downward moment

10−5, x-component of velocity = 7.49 x 10−8 and y-component of velocity = 4.65 x

10−8.

It is important to note that due to the orientation of the coordinate system in

Fluent, the moment coefficient, Cm, was defined as positive in the downward direction.

As can also be seen in Figure 4.13, the computed Cd was inaccurate. This was

most likely due to poor mesh density within the 2 chord lengths of the wing-flap

configuration as discussed by Murayama and Yamamoto [60], which resulted in a

negative drag coefficient. Accurate drag prediction using CFD is an ongoing challenge.

The difficulties pertaining to the computational prediction drag were summarized by

Rumsey and Ying [85].
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4.8.3 Grid Convergence

The grid convergence of the landing configuration was investigated in detail. Fig-

ure 4.14 illustrates the locations used for analysing all G0-O0 solutions. As was

Figure 4.14: Landing configuration grid convergence test locations

discussed in the Grid Generation section, the grid convergence for the landing con-

figuration (G0-O0) was first explored using a single domain grid. Employing the SA

turbulence model, the maximum deviations between the fine and superfine meshes

with respect to the superfine mesh were ∆Umax = 1.8%, ∆Vmax = 0.2%, ∆Cl = 2.0%

and ∆Cd = 2.1%. Similar results were found using the RSM and SST turbulence

models.

Finally, four multi-domain grids were constructed. The ensuing grid convergence

analysis no longer explored a large variation in the total number of cells, but instead

focused on the cell distribution along the interfacing boundaries of the two domains.

The domain interface was particularly important because of the automatic generation

of new layers now involved. The number of cells along the domain interfaces would

no longer match for all subsequent configurations. The sliding mesh function was em-

ployed to reconcile this challenge. The solution was found to be particularly sensitive

to mesh density and cell distribution near the top left corner of the flap domain. A

grid was modified until it was in close agreement with the superfine single domain

grid investigated earlier. Details of the final, multi-domain solution grid can be seen

in Figures 4.15 and 4.16.



44

(a) (b)

Figure 4.15: Multi-domain solution mesh for configuration G0-O0 (a) Full domain (b) Landing

configuration wing

(a) (b)

Figure 4.16: Multi-domain solution mesh (a) Slot region (b) Flap TE

4.8.4 Landing configuration solutions

The G0-O0 landing configuration solution was first computed using the SA turbu-

lence models at α = 0◦. Using the converged SA solution as the initial condition,

the SST and RSM computations were then carried out. Next, the angle of attack

was varied by adjusting the x and y components of the inlet velocity. The angles of

attack investigated were α = 0◦, 5◦, 8◦, 10◦, 12◦, and 14◦. Table 4.2 summarizes the

lift coefficients computed for the G0-O0 landing configuration. Figure 4.17 illustrates

the computed lift curves of the G0-O0 configuration employing the various turbulence

models, and include the uncertainty of ∆Cl = ±0.01 discussed earlier. The mesh
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Table 4.2: Cl values for different Tu models - landing configurations

Angle of Attack SA SST RSM

0◦ 2.37 2.45 2.43
5◦ 2.54 2.67 2.57
8◦ 2.56 2.76 2.57
10◦ 2.54 2.79 2.64
12◦ 2.50 2.78 2.62
14◦ 2.42 2.74 2.58

for each misaligned case was then generated using the dynamic mesh function in Flu-

ent. Due to time restrictions and the considerable computational time required to

reach convergence for the SST and RSM turbulence models, the vast majority of the

misaligned configurations were solved using the SA turbulence model only. A small

number of cases was solved using the SST turbulence model (G0-O2 and G0-O4) in

order to verify that the difference between the turbulence models remains constant,

and it was found that the difference was negligible as illustrated in Figure 4.18.

Table 4.3: Effect of gap and overlap on Cl (landing configuration, α = 0◦, SA)

Overlap = 0 1 2 3 4

Gap = 0 2.37 2.27 1.94 1.69 1.53
1 2.29 2.02 1.86 1.63 1.49
2 1.93 1.85 1.75 1.62 1.47
3 1.76 1.70 1.62 1.53 1.45
4 1.63 1.60 1.53 1.48 1.45

Table 4.3 represents the test matrix devised for the CFD investigation of the landing

configuration misalignment. All the variations listed in Table 4.3 were then investi-

gated at all angles of attack listed in Table 4.2, resulting in a total of 150 configurations

using the SA turbulence model alone. Due to the large number of configurations sim-

ulated, the use of the SST turbulence model, beyond the brief sensitivity analysis

shown in Figure 4.18, was limited to the G0-O0 landing configurations. Due to the

poor separation location prediction exhibited by the RSM turbulence model during
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Figure 4.17: G0-O0 landing configuration lift curves

the clean configuration analysis, the RSM turbulence model was only employed for

the G0-O0 configurations as well.

4.9 ‘A priori’ Landing Configuration

As will be discussed in Chapter 6, the landing configuration solutions without ‘a

priori’ knowledge of the flow were not accurate. In an effort to correct this deficiency,

the solution grid was modified to accommodate input from the user in order to ‘force’

the correct solution. The principal failure of the CFD solver was in computing the

magnitude of the jet emanating from the flap slot. This information was obtained

from the experimental results, and was subsequently incorporated into the simulation.

4.9.1 Grid Generation

The only objective of this revised mesh was the ability to control the slot flow. For

that reason, the solution grid that was used to calculate the initial landing config-



47

Figure 4.18: Comparison of Cl values calculate as a function of overlap variation using SA and

SST turbulence models at α = 0◦, δflap = 40◦

uration solutions was subdivided into four domains as shown in Figure 4.19. This

new mesh retained the versatility which was exploited earlier using the dynamic mesh

function to increase the flap gap and overlap, and it enabled the user to insert a new

boundary condition at the slot exit. Unfortunately, this mesh could only accommo-

date a variation in flap gap. The initial negative overlap resulted in an ideal location

for this additional boundary condition. The variation in flap overlap however resulted

in a discontinuity in the jet inlet boundary condition. As a result, the location and

orientation of the jet boundary condition had to change, as the LE of the flap tra-

versed farther downstream of the wing TE shroud. A grid accommodating variations

in flap overlap was not completed.
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Figure 4.19: Four domain mesh

4.9.2 Solution Convergence

The solution convergence of the modified landing configuration grid was determined

similar to the initial landing configuration simulations. The lift coefficient, Cl was

observed until its oscillations decayed to ∆Cl = 0.01.

4.9.3 ‘A priori’ configuration solutions

Due to time constraints, only a limited number of ‘a priori’ configuration simulations

were executed. The ‘a priori’ configurations were; G0-O0, G1-O0 and G2-O0. Quali-

tatively, the ‘a priori’ CFD results are in much closer agreement with the experimental

results as illustrated in Figures 4.20, 4.21, 4.22, and 4.23. A quantitative analysis will

be discussed in Chapter 6.
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Figure 4.20: G0-O0 configuration velocity contours with streamlines, α = 0◦ (PIV)

Figure 4.21: G0-O0 ‘a priori’ configuration velocity contours, α = 0◦ (CFD - SA)
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Figure 4.22: G2-O0 configuration velocity contours with streamlines, α = 0◦ (PIV)

Figure 4.23: G2-O0 ‘a priori’ configuration velocity contours, α = 0◦ (CFD - SA)



Chapter 5

Experimental Investigation

The experimental investigation consisted of two distinct parts. First, hot-wire mea-

surements were performed for the purpose of flow similarity, and the second part

consisted of PIV measurements of the flow as the flap gap and flap overlap were

varied.

5.1 Similarity Study

In order to reconcile the large difference between the flight Reynolds Number (Re = 24

x 106) and the Reynolds Number achievable in the wind tunnel (Re = 1.0 x 106), the

boundary layer (BL) developing on the main wing in the wind tunnel was tripped

with a variety of tripping wires of different gauges. Based on the correlation between

local Reynolds Number and the friction coefficient provided in White [29], it was

determined that the tripping wire diameter required was approximately 2.0mm. The

tripping wire size was selected such that the BL shape factor (H = δ∗/θ) would be

as close as possible to the flight H = 1.45 at the x/cw = 0.7 location(as estimated in

the CFD study), where the BL was fully attached.

For the preliminary experiment the model consisted of the 2D clean wing config-

uration (flap nested in the flap cove). The model and supports were designed so that

the model could be installed in the 16” x 16” RMCC homogeneous flow wind tunnel

shown in Figure 5.1. The model was allowed to rotate about the 0.25cw location

in order to adjust the angle of attack. The model which is illustrated in Figure 5.2

contained a chord of 16.5” and a span of 15.5” .

The model was manufactured by the RMCC Mechanical and Aerospace Engi-

neering Department machine shop. The wing consisted of two aluminium end-plates

with a foam core, both of which were subsequently enveloped in fibreglass, sanded

and painted in order to produce smooth wing surfaces. Various gauge tripping wires

51
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Figure 5.1: RMC Homogeneous Flow Wind Tunnel

Figure 5.2: Preliminary experiment model

were then attached at 0.05cw from the leading edge.

The RMCC homogeneous flow wind tunnel consisted of a 16” x 16” cross section

and can attain wind speeds up to 38m/s. The wind tunnel is equipped with a 20Hp

motor which drives a mixed flow fan made by the New York Blower Company; for

further information relating to the wind tunnel specifications, see Fellouah et al [26].

A hot-film velocity transducer (Air Velocity Transducer Model 8455) manufactured
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by the TSC corporation was used to measure the free stream velocity. A four-channel

(IFA 300 Constant Temperature) anemometer was employed in connection with an

X-wire probe for flow quality test measurements and an L-shaped BL probe (Fig-

ure 5.3). Accurate horizontal alignment was achieved using a Cathetometer (The

Figure 5.3: Boundary layer probe

Precision Tool & Instrument Co Ltd).

The preliminary experiment started with a flow quality analysis using the X-wire

probe. Following an initial calibration using King’s Law, multiple freestream veloc-

ities were tested namely; U∞ = 25m/s, 30m/s, 35m/s, 38m/s and 35m/s again.

At the velocity of interest U∞ = 35m/s, the flow quality test revealed a maximum

turbulence intensity of Tu = 0.3% in the test section. The temperature rise during a

single test did not exceed 0.1◦C, and the temperature rise over the full range of tests

was 0.7◦C.

The BL profiles were measured at a zero angle of attack, perpendicular to the wing

surface at the following locations: 0.42cw [(t/c) location], 0.70cw and 0.80cw. Mea-

surements were averaged over approximately 26.2 seconds of data sampled at 5kHz

at each point. The resolution of the first 0.5” of travel was 0.005” in the y-direction,

with a subsequent decrease in resolution to 0.01” up to a total distance of 1.0”. This
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distance was sufficient to reach a uniform Ue outside the BL in all cases. The BL

probe was mounted on a thin profiled arm extending from an external traversing

mechanism and aligned with the wing surface. The mechanism allowed traversing in

the streamwise and vertical directions with a resolution of 0.127 mm.

Based on the theoretical tripping wire diameter of 2.0mm [29], three tripping

wire configurations were selected: 1.60 mm diameter wire, 2.40 mm diameter wire,

and 1.60mm & 2.40mm diameter wires combined. It quickly became evident that

the 1.60mm diameter wire displayed insufficient change in the BL profile, hence this

configuration was not considered in the test matrix. Consequently, BL profiles were

measured for a baseline clean BL configuration, a single 2.40mm wire mounted at

0.05cw, and finally a 2.40mm wire mounted at 0.05cw with an additional 1.60mm

diameter wire mounted at 0.10cw to overcome any potential flow relaminarization.

Figure 5.4: Boundary layer profiles at x/cw = 0.7

The BL profiles obtained at 0.70cw and 0.80cw are displayed in Figures 5.4 and 5.5.

It can be seen that for the Baseline (no TW) configuration at the x/cw = 0.8 loca-

tion, a fully separated BL was indicated by the shape parameter magnitude H > 4,

which is typical of a turbulent separated BL. Table 5.1 summarizes the BL shape

parameters obtained using both numerical and experimental methods at x/cw = 0.70
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Figure 5.5: Boundary layer profiles at x/cw = 0.8

and x/cw = 0.80 for the given airfoil profile.

In an effort to maximize the number of correlations to compare, Head’s Method

Table 5.1: Clean configuration BL shape parameter obtained using various methods

x/c=0.7 x/c=0.8

Head’s Method 3.11 3.62
CFD SA 1.39 1.40
CFD SST 1.45 1.47
CFD RSM 1.48 1.53
Baseline (no TW) 2.36 4.83
TW=2.40mm 1.55 1.73
TW=2.40mm+1.60mm 1.55 1.72

was first used to estimate the BL progression over the wing profile. Due to the

lack of velocity measurements available for this particular wing, NACA 0015 [closest

(t/c) and airfoil profile available] velocity measurements (Re = 9 x 106) were used

from Abbott and Doenhoff [3]. The transition from laminar to turbulent flow was

estimated using two methods with similar results, namely, Wazzan’s Method which

yielded xtr = 0.10cw and Michel’s Methods xtr = 0.0375cw [29]. Consequently, the

transition location was set at 0.05cw. Based on these criteria, the BL momentum
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thickness, θ, displacement thickness, δ∗, the friction coefficient, Cf , and shape pa-

rameter, H, were computed. The CFD generated H values were computed using

a structured grid, employing the Spalart-Allmaras (SA), the Shear-Stress Transport

(SST) and Reynolds Stress (RSM) turbulence models. The CFD simulations were

conducted at the flight Reynolds number of 24 x 106 using the clean configuration at

a zero angle of attack (see Chapter 4 for further details regarding the development of

these simulations).

The difference between the effect of the single 2.40mm wire as opposed to the two

wires combined was negligible. Consequently, the single 2.40mm diameter wire was

selected to trip the BL at a location of x/cw = 0.05 from the leading edge. Figure 5.6

illustrates the comparison between the tripped BL profile obtained using the hotwire

measurements as well as the CFD generated profiles at the flight Reynolds number.

Figure 5.6: BL velocity profiles at x/c=0.7

5.2 Main Experiment

As it has been mentioned in Chapter 1, the objective of this work was to study the

effects of the flap gap and overlap at various angles of attack on the flow field. As
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such, the experimental model was designed with a full span Fowler flap to ensure two

dimensional flow over the entire configuration, while permitting independent varia-

tion of the flap gap, flap overlap, as well as angle of attack, α. The task consisted of

investigating the clean configuration as a validation case, and the landing configura-

tion (flap deflected to 40◦) with specific geometric variations. The experimental rig

was designed to fit into the S1 Wind Tunnel at Université de Sherbrooke 5.15. The

model rig was designed to accommodate a 2D PIV system and a Scanivalve for data

acquisition.

5.2.1 The Model

Since the flight Reynolds number of the CP-140 Aurora during landing is 24 x 106,

it was essential to maximize the Reynolds number of the model by maximizing the

wing chord, cw.

Pope and Rae [70] recommended that the model chord should not exceed 40%

of the test section height, and the model span should be 2.5 times smaller than the

test section height. With a test section height of 4’, the model chord, with the flap

extended, was thus sized to 19” and the model span was sized to 19” as well. The

resultant clean configuration, flap stowed, model chord was 16.5”, which was also the

model chord used in the preliminary experiment. The maximum angle of attack in

the test matrix for the landing configuration was 12◦. With the flap deflected to 40◦

(with respect to horizontal) and the flap gap and overlap at their maxima, the flow

blockage was no more than 4%. Based on the model dimensions and a prescribed

freestream velocity of 35m/s, the maximum Reynolds Number achievable for the

landing configuration based on model chord was 1.03 x 106.

The sizing of the flap gap and overlap was considered at length. In an effort to

replicate the flow character of the aircraft landing configuration, it was deemed that

the flap gap and overlap should be sized using the BL momentum thickness, θ. This is

a new approach, since traditionally the sizing of the flap gap and overlap was normal-

ized by the wing chord [28] [108]. It was believed that this geometric approach to the

model scaling is not accurate as it does not account for the flow dynamics. Since the
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goal of the wind tunnel experiment was to duplicate the flow character of the flight

configuration, it was reasoned that the model sizing should be done with respect to a

flow characteristic length. It was believed that the principal factor affecting the flow

confluence of the wing wake and slot flow was the flow momentum emanating from

the slot. The additional momentum originating from the slot flow thus determined

the character of the flow confluence downstream of the flap slot. For this reason, the

BL momentum thickness was selected as the scaling parameter. In comparison, if the

flap gap and overlap were sized using the model chord, the resultant initial gap of the

model would have been larger.

With the aid of the CFD simulations of the clean configuration, θ was computed

Figure 5.7: Fowler flap gap and overlap definition, both gap and overlap were increased by

0.04cw beyond manufacturer specified limit

at x/cw = 0.7 employing the RSM turbulence model yielding θRSM = 12.26mm.

Then, using the θ obtained from the preliminary experiment at x/cw = 0.7 of

θexp = 1.04mm, the reference flap gap spacing was sized to 7.9375mm = 0.3125”.

The reference flap position refers to the flap gap within the manufacturer specified

limits; gap = 3.625” and overlap = 0.5”. This configuration was designated as G0-O0

(Gap variation = 0, Overlap variation = 0). Since the gap on the aircraft represents

0.02cw, this spacing was maintained for further gap and overlap variation. For exam-

ple, the configuration designated as Gap = 2 and Overlap = 0 (G2-O0) refers to an

increase in flap gap by 0.02cw = 0.3125” from the manufacturer specified location,

while the manufacturer specified flap overlap spacing was maintained. Figure 5.7

illustrates the maximum flap gap (G4 = 0.625” increase beyond the manufacturer



59

specified limit) and maximum flap overlap (O4 = 0.625” increase beyond the manu-

facturer specified limit).

Figure 5.8 illustrates the main experimental rig design. The final design consisted

Figure 5.8: Experimental rig design

of two vertical aluminium plates with sharp leading edges to ensure undisturbed 2D

flow within the experimental test section as shown in Figure 5.9. The two vertical

Figure 5.9: Left vertical plate leading edge

plates were mounted on a solid aluminium plate to ensure correct alignment, while
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the entire frame fit into the wind tunnel test section (Figure 5.10).

Figure 5.10: Main experiment rig installed in the wind tunnel

To ensure sufficient visibility of the Fowler flap by the PIV camera, windows were cut

out of the side plates as shown in Figures 5.11 and 5.12. A Velmex Model B5990TS

rotary table and a stepper motor were incorporated for precise angle of attack posi-

tioning. The flap was also equipped with 17 pressure taps (Figure 5.13).

The design of the flap traversing system included the following design requirements.

The system must enable independent variation of the flap gap and overlap, it shall

accommodate both the clean configuration and the landing configuration, it must per-

mit variations in angle of attack, and finally the model must present an unobstructed
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Figure 5.11: PIV camera access window - external view

Figure 5.12: PIV camera access window - internal view

field of vision for the PIV camera. Foregoing the design of a complex flap traversing

mechanism similar to that found on the aircraft, 22 specific test cases were identified,

and a PMMA (Plexiglas) plate was then manufactured for each configuration. The

flap gap and overlap variation was achieved by moving the entire Plexiglas plate using

pre-drilled holes, as seen in Figure 5.11. Table 5.2 summarizes the experimental test
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Figure 5.13: Stepper motor and Fowler flap pressure tubes

cases. Similar to the preliminary experiment, the main wing consisted of aluminium

end plates and a foam core both of which were enveloped in Fibreglass, sanded and

painted with matte black finish. The flap was manufactured using a 3D printer (Pro-

Jet 3000 HD made by 3D Systems) which allowed for precise integration of pressure

taps along its upper surface (Figure 5.14). Due to the size of the wing span, the flap

had to be printed in three separate sections. These sections were then individually

fitted, sanded and painted with the same matte black paint. The sanding was profes-

sionally done by Perma Buff in Kingston Ontario. The S1 wind tunnel at Université

de Sherbrooke shown in Figure 5.15 provided slots for wooden inserts that allowed the

freestream velocity through the test section to increase. With the inserts in place, the

maximum freestream velocity was approximately 43m/s. A flow quality test of the

wind tunnel was conducted using a Cobra Probe (Turbulent Flow Instrumentation,

Australia). The transverse velocity profiles were constructed from data records of 17
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Table 5.2: Experimental test matrix

Angle of Attack Clean Landing

0◦ 3

G0-O0, G0-O2, G0-O4
G2-O0, G2-O2, G2-O4
G4-O0, G4-O2, G4O4

5◦ 3 8

10◦ 3 G0-O0, G0-O4, G4-O0, G4-O4
12◦ 3 G0-O0, G0-O4, G4-O0, G4-O4
14◦ 3 8

Figure 5.14: Flap pressure tap positions

Figure 5.15: S1 Wind Tunnel at Université de Sherbrooke [25]

seconds in length at a sampling frequency of 5kHz. The flow measurements revealed

that with the inserts and the experimental model installed, the maximum turbulence

intensity, Tu = urms/U∞), was 1.4%. During the experiment, the freestream velocity

was gauged using a water manometer, while a temperature transducer was installed

to measure the temperature downstream of the fan.

A Scanivalve (model ZOC 22B/32Px ) was employed to record pressure measure-

ments on the upper surface of the Fowler flap. For each run, 256 readings were aver-
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aged at a sampling frequency of 5Hz. In an effort to validate the two-dimensionality

of the flow within the experimental test section, three pressure taps on the flap were

aligned at the same x/cw station in a spanwise direction.

The LaVision PIV system consisted of Imager ProX 4M camera, YAG Dual Cavity

pulsed LASER, LaVision computer hardware with the associated 2D PIV software

packages, as shown in Figures 5.16, 5.17, and 5.18. The Rocket (LVI 502 Fogger)

smoke machine (Pea Soup Ltd., England) using Persistent Smoke Fluid A was found

to be the best choice for seeding, due to the superior smoke particle persistence at

the 35m/s freestream velocity, as well as the consistent 0.2-0.3µm particle size. Data

post-processing was completed using DaVis 7.2 software. In spite of the matte black

paint covering the wing and flap surfaces, the high LASER intensity still resulted in

significant scatter from the surface thus saturating the image and data with noise.

For this reason, a Rhodamine 6g solution was applied to the wing and flap surfaces

in order to shift the spectrum of the reflected LASER sheet such that it was subse-

quently filtered out by the camera. The PIV training and initial set-up was assisted

by Dr Gray from the North American division of LaVision Inc.

5.2.2 Uncertainty

The uncertainty of the experimental results was investigated. The uncertainty of

velocity vectors obtained from a PIV is an area of continued research. According to

Grey [31], one of the ways to verify PIV results is to use hot wire anemometry in con-

junction with the PIV system. Although hot wire anemometry was not employed in

the S1 wind tunnel at Université de Sherbrooke, the pressure measurements obtained

from the Scanivalve were used to evaluate the accuracy of the PIV system. It was

found that the difference between the velocity recorded by the PIV and the velocity

resulting from the pressure reading was less than 1.0%. As a result, a quantifiable

measure of uncertainty for the PIV measurements was not computed.

The uncertainty of the Scanivalve measurement were ±0.15% [14], the uncertainty

of the IFA 300 Constant Temperature Anemometer system employed during the pre-
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Figure 5.16: PIV camera Imager ProX 4M

Figure 5.17: YAG Dual Cavity pulsed LASER

liminary experiment was 1% [20], and the air velocity transducer had an uncertainty

of ±0.5%m/s [21]. The resulting uncertainties were too small to be visible on any of

the plots and graphs produced.
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Figure 5.18: The Rocket smoke machine

An attempt was made to calculate BL parameters from the PIV obtained data.

However the physical uncertainty related to the camera resolution resulted in a con-

siderable experimental error. While the velocity and TKE profiles were accurate

for qualitative flow analysis involving BL separation, identification of maximum ve-

locity vectors and related angles, higher order statistical data such as δ∗, θ and H

could not be computed without a level of uncertainty that rendered the quantitative

result meaningless. As a result, the BL shape parameters discussed in Chapter 6

were only to illustrate the relative development of the BL with respect to geometric

configuration changes.

5.2.3 Data Acquisition

Given the lens and camera distance from the projected LASER beam, the measure-

ment field formed an X - Y plane 247mm x 247mm in size with a resolution of

1.93mm. At first, 300 images were acquired at a frequency of 4.064Hz with a time

between LASER pulses dt = 13µs. These images were then processed to generate

an average velocity field, an instantaneous vorticity field, and an average Turbulent
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Kinetic Energy (TKE) field. Due to poor seeding density, the first 20 images were

ignored, and a convergence analysis was then performed. It was found that the per-

cent change between the average velocity field comprised of 180 images versus 280

images was less than 1%, with the majority of change localized in the unsteady flap

wake region. Consequently, 200 images were recorded for all subsequent experimental

runs with the first 20 images being discarded.

The use of background noise subtraction was investigated in order to improve

the fidelity of the experimental data, however it was found that with the use of the

Rhodamine 6g solution, the background subtraction function eliminated significant

amount of valid data. Hence this function was not employed.

Although the Scanivalve measurements were manually executed, the pressure data

acquisition was simultaneous with the PIV velocity field data acquisition. Both mea-

surement acquisition times were approximately 1 minute and 10 seconds.

Due to the type of motor-to-shaft coupler employed, a considerable amount of un-

certainty resulted in the angle of attack determination. This unforeseen short coming

of the model was rectified by installing the clean configuration at each angle of attack

first. Due to the precise fit of the Fowler flap into the flap cove in the main wing,

this ensured correct angle of attack alignment (Figure 5.19). The main wing was

then fixed in its aligned position using the 1.25” securing nut, and then the landing

configuration was installed. Most importantly, this initial oversight resulted in the

data acquisition of some unplanned configurations. These configurations were later

identified based on the measured flap gap and overlap.

5.2.4 Results

The PIV associated software, DaVis, was used to generate average Turbulent Kinetic

Energy (TKE) data fields, average velocity data fields, instantaneous velocity flow

fields, and instantaneous vorticity flow fields. The remainder of the data processing

was executed using Matlab. Since only 2D data was acquired, the DaVis-generated

TKE was calculated using Eq (5.1) [43], which assumes that the ww component of
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Figure 5.19: Clean configuration at 5◦ angle of attack

TKE is the average of uu and vv, and hence TKE would be approximated as:
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Additionally, the term ww was evaluated based on the correlation of Liu [44] as:

√
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√
uu ∗

√
vvmax√
uumax

(5.2)

In the case of the present experimental data, it was found that the difference between

the two methods was no more than 1.6%. Consequently, the DaVis calculated data

(Eq 5.1) was used for the remainder of the data analysis.

For processing purposes, the data field was segregated into three distinct regions:

the main wing BL, the jet protruding from the flap slot during the landing config-

uration, and the flow over the deployed flap. Data analysis of each region will be

discussed in Chapter 6. A sample velocity contour plot obtained for the reference

landing configuration (G0-O0) is shown in Figure 5.20.
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Figure 5.20: G0-O0 landing configuration at 0◦ angle of attack velocity contours and streamlines



Chapter 6

Results

The results from this work are presented in two distinct parts. The experimental

results are presented first, followed by an in-depth analysis of the CFD results. For

the purpose of the data presentation and analysis, two different coordinate systems

were defined. The global coordinate system, X - Y, and the local coordinate system

which was adjusted for local surface inclination x - y. Note that the Z axis in the global

coordinate system is oriented according to the coordinate system used in Fluent, hence

the Z axis is oriented coming out of the page. As a result, the moment about 0.25cw

is defined positive in the counter-clockwise direction (down). The two coordinate

systems are defined in Figure 6.1.

Figure 6.1: Definition of the coordinate systems used for flow analysis

70
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6.1 Introduction

All PIV data was acquired on an X - Y plane of 247mm x 247mm in size with a

resolution of 1.93mm in both the X and Y directions. Figure 6.2 is a typical data

field acquired for the clean configuration at α = 0◦ illustrating the velocity contours

with streamlines. The triangular region near the centre of the flow field represents

the wing trailing edge (TE). The data in the top region of the flow field was excluded

from analysis because the LASER intensity was low in that region which resulted in

a large amount of noise and erroneous data.

Figure 6.2: Velocity contours and streamlines of the clean configuration at α = 0◦ in m/s

6.2 Flow Validation

For a 2D PIV system, there is no flow metric such as the mass flow rate that would

verify the validity of the statistically derived PIV data. In an effort to validate the

PIV data obtained, an analysis was conducted of the clean configuration wing BL.

For the purpose of flow field validation, four locations were identified which are

shown in Figure 6.3. The Reference location was located at the trailing edge of the

wing, Stn(-1) is 5.8mm upstream from the Reference location at x = 0.986cw, Stn(-2)
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is 11.6mm upstream from the Reference location at x = 0.972cw, and finally Stn(-3)

is located at x = 0.90cw (42.5mm upstream from the Reference location).

Figure 6.3: Boundary layer locations

Figures 6.4 and 6.5 illustrate the boundary layer velocity and turbulent kinetic en-

ergy (TKE) profiles at the four selected locations. All boundary layer profiles were

adjusted for local surface orientation using interpolation.

The relatively poor data field resolution (∆X = ∆Y = 1.93mm) resulted in

uncertainty in the exact location of the wing surface. For the purpose of the velocity

and TKE profiles presented in this work, it was assumed that the first data point

indicating a velocity U ≈ 0m/s occurred at the wing surface, and that the data point

next to it that registered a non-zero velocity was the nearest data point to the wing

surface (Figure 6.4). In fact the surface was located somewhere between these two

points, and the present assumption represents the worst case scenario.

Figures 6.4 and 6.5 clearly illustrate a fully attached flow at the wing TE. The

TKE profiles also confirm a fully attached BL by exhibiting the expected [29] larger

values within the first 0.10(y/δ). The streamlines for the clean configuration at α = 0◦

as well as the vorticity contours in Figure 6.6 further cemented the validity of the

flow field based on canonic external flows over an airfoil. The streamlines did not

indicate any flow separation, and the negative (clockwise) rolling BL vortex on the

top surface of the wing was conclusively indicative of an attached boundary layer.
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Figure 6.4: Clean configuration velocity profiles U/U∞

Figure 6.5: Clean configuration TKE profiles TKE/U2
∞

The presence of the rolling vortex may also have been the result of the tripping wire,

however it was uncertain whether this effect of the tripping wire would survive this

far downstream given the strong turbulent eddies close to the surface.
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Figure 6.6: Mean spanwise vorticity contours, clean configuration at α = 0◦

Following the confirmation of the flow field, PIV data was acquired for increasing

angles of attack. The angles of attack investigated included 0◦, 5◦, 10◦, 12◦, and 14◦.

Separation was first observed at the wing TE when α reached 10◦ as illustrated in

Figures 6.7, 6.8, 6.9, and 6.10.
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Figure 6.7: Clean config. at α = 5◦ velocity magnitude (V ) contours (m/s) with streamlines

Figure 6.8: Clean config. at α = 5◦ mean spanwise vorticity contours (1/s) with streamlines

Using the BL profiles (not shown), it was confirmed that at α = 10◦, the BL

separated at 0.945cw. It was noticed that although BL separation did not occur until

0.945cw, the gradual deterioration of the BL towards separation could be seen in

the degradation of the rolling BL vortex as far upstream as 0.75cw. The eventual
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Figure 6.9: Clean config. at α = 10◦ velocity magnitude (V ) contours (m/s) with streamlines

Figure 6.10: Clean config. at α = 10◦ mean spanwise vorticity contours (1/s) with streamlines

breakup of the rolling BL vortex by the strong adverse pressure gradient at α = 10◦

then resulted in increased mixing near the wing TE.

The magnitude of the strong positive (counter-clockwise) wing TE vortex was also

investigated. Table 6.1 summarizes the maximum vorticity of the wing TE vortex at
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various angles of attack. Indicative of the Kutta condition, the magnitude of the wing

Table 6.1: Maximum mean spanwise vorticity magnitude of TE vortex and separation location

Angle of Attack ω (1/s) Separation location (x/cw)

0◦ 4258 none
5◦ 4935 none
10◦ 6395 0.945
12◦ 6604 0.876
14◦ 7198 <0.74

TE vortex, had a direct correlation to the angle of attack. As the angle of attack

increased and a recirculation region formed near the wing TE, the increased velocity

difference between the top and bottom of the wing resulted in a increase in the wing

TE vortex magnitude. The increase in the intensity of the wing TE vortex at higher

angles of attack is shown in Figures 6.11 and 6.12.

Figure 6.11: Clean config. at α = 12◦ mean spanwise vorticity contours (1/s) with streamlines
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Figure 6.12: Clean config. at α = 14◦ mean spanwise vorticity contours (1/s) with streamlines

6.3 Flow Development over the Wing

Since the flow over the flap was massively separated in the experiment for all the

landing configurations, the investigation of the landing configuration began by scruti-

nizing the BL on the TE of the main wing, and the effect of the flap gap and overlap

variation on the BL. For the manufacturer specified flap position (G0-O0 see Fig-

ure 5.7) at α = 0◦, the flow over the wing TE was fully attached as can be seen in

Figures 6.13 and 6.14. These mean velocity, U , and TKE profiles showed similar flow

conditions to those found at the TE of the clean configuration.

With an increased flap gap, it was found that the flow at the wing TE remained

attached, and the BL experienced an improvement in flow quality, as indicated by

a fuller velocity profile and a corresponding decrease in the BL shape parameter H

(HG0−O0 ≈ 3.05, HG2−O0 ≈ 2.80, and HG4−O0 ≈ 2.78). These results were found to be

in agreement with Wentz et al [106], but were never explained why. The BL profiles

for configuration G4-O0 are shown in Figures 6.15 and 6.16.

With an increase in the flap overlap however, the BL near the wing TE was

forced towards separation, its BL shape parameter H increased until, in configura-
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Figure 6.13: U/U∞ velocity profiles at wing TE of G0-O0 (Gap = 0, Overlap = 0, δflap = 40◦)

configuration at α = 0◦

Figure 6.14: TKE/U2
∞ profiles at wing TE of G0-O0 (Gap = 0, Overlap = 0, δflap = 40◦)

configuration at α = 0◦

tion G0-O4, a separation bubble formed at Stn(-1) as illustrated in Figure 6.17. The

TKE profiles in Figure 6.18 also confirmed the approach and presence of separation

by the appearance of a secondary peak near the wing surface. Figure 6.19 focuses
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Figure 6.15: U/U∞ velocity profiles at wing TE of G4-O0 (Gap = 4, Overlap = 0, δflap = 40◦)

configuration at α = 0◦

Figure 6.16: TKE/U2
∞ profiles at wing TE of G4-O0 (Gap = 4, Overlap = 0, δflap = 40◦)

configuration at α = 0◦

on the relatively small separation bubble near the wing TE, and highlights the local

flow reversal. Note that the physical spacing between the BL profiles in Figure 6.19

was 1.94mm. The BL re-attachment on the wing TE in configuration G0-O4 could
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Figure 6.17: U/U∞ velocity profiles at wing TE of G0-O4 (Gap = 0, Overlap = 4, δflap = 40◦)

configuration at α = 0◦

Figure 6.18: TKE/U2
∞ profiles at wing TE of G0-O4 (Gap = 0, Overlap = 4, δflap = 40◦)

configuration at α = 0◦

be explained by the presence of the slot flow which induced a strong favourable pres-

sure gradient to the flow in the trailing edge regions, energizing the flow so that it

temporarily reattached.
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Figure 6.19: U/U∞ velocity profiles at wing TE of G0-O4 (Gap = 0, Overlap = 4, δflap = 40◦)

configuration at α = 0◦ highlighting local flow separation

The present analysis of the flow development over the wing has revealed new

trends in this complex flow field. However, the dominant flow feature of a slotted

flap configuration is the slot flow itself. Due to the novelty, importance and com-

plexity of the experimental results and subsequent analysis, the slot flow findings and

interpretation were deferred to Chapter 7.

6.4 CFD Results

The accuracy of the CFD simulations was evaluated by comparing the BL separation

location in the clean configuration. At α = 0◦ and α = 5◦, neither the CFD nor the

experiment indicated any BL separation along the wing. At α = 10◦, the experimental

results showed BL separation at 0.945cw. Of the three turbulence models employed,

only the SST model was able to predict such a separation, but farther downstream

at 0.995cw as shown in Figures 6.20 and 6.21. This separation underestimation was

further exacerbated at α = 12◦ and α = 14◦. At α = 12◦, the experimental results



83

Figure 6.20: Clean configuration velocity contours α = 10◦ using PIV

Figure 6.21: Clean configuration velocity contours α = 10◦ using CFD (SST)

depicted a separation location at 0.88cw; both the SA and SST turbulence models

predict separation at 0.95cw, while the RSM model failed to predict any separation



84

at all. At α = 14◦, the experimental separation location was no longer in the camera

field of view (< 0.74cw), whereas the CFD predicted separation at SA = 0.89cw, SST

= 0.89cw, and RSM = 0.95cw. The approach of flow separation in the experiment

seemed to be reflected in the TKE profiles by the presence of a secondary peak in

TKE, indicative of velocity profile inflection points and increased mixing.

As can be seen in Figures 6.22 and 6.23, the flow character of the landing config-

uration was not depicted accurately by the RANS CFD. While the CFD predicted

attached flow over the flap for the G0-O0 configuration and partially attached flow

for the G0-O2 and G0-O4 configurations, the experiments revealed a massive separa-

tion region over the flap for all configurations. Similar results were obtained for the

gap variation. This discrepancy between the CFD and experiments can be partially

(a) (b) (c)

Figure 6.22: CFD Streamlines over the flap, (a) G0-O0 SA (b) G0-O2 SA (c) G0-O4 SA

(a) (b) (c)

Figure 6.23: Experimental Streamlines, (a) G0-O0 (b) G0-O2 (c) G0-O4

attributed to the difference in the slot flow; the CFD solution led to a computed

velocity magnitude at the slot exit (Figure 6.24) that was greater by a factor of two

as illustrated in Figure 6.25 and 6.26. For this reason, the ‘a priori’ configurations

were simulated next, in which the correct slot flow velocity magnitude and direction

based on the experimental results were incorporated.
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Figure 6.24: Location of the slot flow profiles illustrated in Figures 6.25 and 6.26

Figure 6.25: PIV slot flow profiles at α = 0◦ at wing TE, l = G0-O0, n = G2-O0, s = G4-O0

In an effort to reconcile the CFD with the experimental results, a new mesh was

constructed, which enabled the user to ‘force’ a slot flow emanating from the flap slot

of correct velocity magnitude as that found in the experiments. Only configurations

G0-O0, G1-O0 and G2-O0 were simulated. Figure 6.29 shows the velocity profiles

above the flap. As can be seen in Figures 6.27 and 6.28, there is a dramatic improve-

ment in the level of agreement between the CFD and the experiment. Although the

‘a priori’ configuration depicted the flow character accurately, a quantitative compar-

ison of the wake profiles revealed that the quantitative agreement of the individual

velocity profiles was only fair.
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Figure 6.26: CFD slot flow profiles at α = 0◦ at wing TE, blue = G0-O0, green = G2-O0, black

= G4-O0

Figure 6.27: Landing configuration (G0-O0) velocity contours α = 0◦ using PIV

One of the reasons for this lack of agreement was the slot flow velocity profile in-

fused into the flow. Due to the relatively low resolution of the PIV (see Figure 6.25),

a detailed velocity profile of the slot flow was not obtained. As a result, the slot

flow was defined with a uniform velocity profile, which can be seen at stations 1 and

2 of Figure 6.29. This uniform velocity profile introduced additional momentum to

the flow, which was not present during the experimental campaign. Consequently,

the uniform velocity profile maintained its flat identity further downstream, and the
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Figure 6.28: Landing configuration (G0-O0) velocity contours α = 0◦ using CFD (SA)

additional momentum led to a noticeable decrease in the magnitude of the reversed

flow over the flap.

As the flap gap increased in size, the slot flow became less affected by the vorticity

at the slot exit, and the slot flow developed a ‘core’. This ‘core’ was also noted by

Wentz et al [106] and Foster et al [28] in their experiments. As a result, the agree-

ment between CFD and PIV of configuration G2-O0 was improved in comparison to

configuration G0-O0, as shown in Figure 6.30. This seemed to validate the fair CFD

to PIV agreement of the G0-O0 configuration which seemed to have resulted from a

poor definition of the slot flow velocity profile. The slot flow velocity profile of the

G2-O0 configuration was also not matched to the slot flow velocity profile found in

the experiment, hence the CFD to PIV agreement was good.

With the flow downstream of the slot seeing a marked improvement in accuracy,

the attention was turned back to the wing TE BL. As can be seen in Figure 6.31,

the wing TE BL computed by the ‘a priori’ simulations still did not exhibit the same

trend in the BL flow found during the experimental campaign. In fact, the opposite

trend was depicted by the ‘a priori’ simulations. It is believed that this deficiency

could also be the result of the estimated uniform velocity slot flow. The additional
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Figure 6.29: CFD vs PIV comparison of wing wake velocity profiles of configuration G0-O0

Figure 6.30: CFD vs PIV comparison of wing wake velocity profiles of configuration G2-O0
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Figure 6.31: Wing TE BL variation with flap gap as computed by CFD ‘a priori’ simulation

momentum at the slot flow periphery could have had a significant effect on the BL

confluence which may have affected the upstream flow of the wing TE BL. The exact

reason for this discrepancy remains uncertain. It is likely that, while the slot flow

definition was not exact, the diffusive nature of the turbulence models employed in

RANS simulations also contributed to the disagreement between the CFD simulations

and the experimental data.

The Cl values obtained from the ‘a priori’ simulation were considerably lower

than the original CFD simulations. As the exact value of the landing configuration

Cl was questionable due to the poor flow prediction, the change in Cl resulting from

the change in geometry was compared. The decrease in Cl found in both simulation

approaches are summarized in Table 6.2.

Table 6.2: Cumulative Cl decrease with increasing flap gap

Config. CFD ‘a priori’ CFD

G0-O0 0 0
G1-O0 0.08 0.145
G2-O0 0.43 0.165
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Interestingly, the initial decrease in lift coefficient, corresponding to a flap gap in-

crease of 0.01cw, increased in the ‘a priori’ simulation. For the following 0.01cw flap

gap increase however, the decrease in Cl was markedly reduced. This was most likely

due to the relative lack of change in the flow field depicted in the ‘a priori’ simulations

with an increasing flap gap, as opposed to the significant change in the flow separation

region over the flap computed in the simulations without any ‘a priori’ knowledge.



Chapter 7

Slot Flow Analysis

The following analysis of the experimental slot flow, to the best knowledge of the

author, is the only attempt found to date at a detailed explanation of the flow be-

haviour of a wing equipped with a slotted flap. Even though a significant number of

studies focused at quantifying the effect of the change in the slot geometry on the

aerodynamic forces [28] [109] [108] [106], a detailed explanation of the flow behaviour

has not been reported in the literature.

Although the slot flow has not customarily been referred to as a jet [28] [109],

it will be shown that given a minimum gap size, the slot flow did indeed resemble

and behave like a jet. For the duration of this study, the slot flow will be referred

to as a jet regardless of the gap size. In order to analyse the jet flow and its devel-

opment for various configurations, the jet velocity profile was adjusted for location

and inclination according to the local flow coordinate system (x - y) illustrated in

Figure 6.1. First, the magnitude of the maximum velocity vector, V jetmax, and its

position, ymax, were found for each jet velocity profile. Next, the mean velocity pro-

files were plotted against the coordinate (y− ymax). The angle associated with vector

V jetmax was identified as Θmax which was defined with respect to the global X-axis.

The jet progression was investigated at five locations beginning at the wing TE (Ref),

Stn 3 was at 4.3%cw (17mm) downstream from the wing TE, Stn 5 was at 7.1%cw

(29mm) downstream from the TE, Stn 7 was at 11.4%cw (46mm) downstream from

the TE, and Stn 8 was at 14.7%cw (60mm) downstream from the TE.

The progression of the jet in configuration G0-O0 can be seen in Figure 7.1. The

successive velocity decrease in V jetmax resulting from the increased mixing down-

stream of the wing TE is evident. The TKE peaks found at stations 5, 7 and 8 in

Figure 7.2 correspond to the inflection points found within the velocity profiles as

expected. As indicated by the TKE profile at the reference location (wing TE), the

91
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Figure 7.1: G0-O0 Jet velocity profiles at α = 0◦, U/U∞

slot flow of this configuration did not exhibit a core flow indicative of a jet.

Figure 7.2: G0-O0 Jet TKE profiles at α = 0◦, TKE/U2
∞

With an increase in flap gap, the slot flow assumed a jet-like flow quality, as

shown in Figures 7.3 and 7.4. The TKE profiles revealed the jet-like flow character

of this configuration by depicting two TKE peaks at the G4-O0 reference location,

indicative of the emergence of a turbulent jet from a channel [87]. It was noted that
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with the increased flap gap, not only did the maximum velocity magnitude of the

G4-O0 configuration increase compared to the G0-O0 configuration by 17%, but it

also moved further downstream by 10.4%cw (43mm) from Stn 3 to Stn 8. The larger

slot width thus increased the flow momentum, which made the jet far less susceptible

to the mixing affected by the large recirculation region generated over the flap. The

G4-O0 jet maintained its shape further downstream in comparison the G0-O0 jet.

This conclusion was further supported by a decrease in the TKE by more than 35%

with the increased flap gap, which was also indicative of reduced mixing between the

jet and the recirculation region over the deployed flap. Hence, as suspected during

the initial flap gap sizing, the momentum of the slot flow seemed to be the key flow

characteristic of this flow configuration.

The presence of the jet in the G4-O0 configuration was further corroborated by

Figure 7.3: G4-O0 Jet velocity profiles at α = 0◦, U/U∞

the velocity and mean spanwise vorticity contours illustrated in Figures 7.5 and 7.6.

While the vorticity at the wing TE and flap LE prevented the formation of a true jet

in the G0-O0 configuration, the increase in the flap gap permitted the passage of an

undisturbed core flow that can be seen passing through the slot in Figure 7.6.

With an increase in flap overlap, the slot flow adopted a different character; as
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Figure 7.4: G4-O0 Jet TKE profiles at α = 0◦, TKE/U2
∞

Figure 7.5: G0-O0 configuration mean spanwise vorticity contours (1/s) with streamlines at

α = 0◦

can be seen from Figure 7.7, V jetmax of the G0-O4 configuration also increased in

magnitude and traversed downstream in comparison to the G0-O0 configuration, but

the V jetmax increase was 5% less than the G4-O0 configuration V jetmax. The jet-like

flow definition at the slot exit (Ref Stn) in Figure 7.8 was not as definitive for the G0-
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Figure 7.6: G4-O0 configuration mean spanwise vorticity contours (1/s) with streamlines at

α = 0◦

O4 configuration compared to the G4-O0 configuration. More surprisingly however,

the level of TKE in the G0-O4 configuration was more consistent with the G0-O0

configuration rather than the G4-O0 configuration. In fact, the G0-O4 configuration

saw a mere 8% decrease in the TKE at Stn8 compared to the G0-O0 configuration.

This was in sharp contrast to the 35% decrease noted in the G4-O0 configuration at

the same downstream location.

7.1 Interpretation of the Flow Behaviour

In an effort to quantify the jet velocity profile definition, a velocity defect was defined

for this purpose as the difference between the maximum jet velocity, V jetmax, and

the point of confluence corresponding to the point of merger between the jet and the

BL that was shed from the main wing. For example, for the G0-O0 jet at station

8, V jetmax/U∞ = 0.962, while the velocity at the point of merger was V merger/U∞

= 0.942 thus resulting in a velocity defect of δV G0O0 = 0.02. The velocity defect at

station 8 for configuration G4-O0 was δV G4O0 = 0.31 while for configuration G0-O4

the defect was only δV G0O4 = 0.20. This finding also indicates a significant increase
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in mixing from the G4-O0 to the G0-O4 configuration.

Figure 7.7: G0-O4 Jet velocity profiles at α = 0◦, U/U∞

Figure 7.8: G0-O4 Jet TKE profiles at α = 0◦, TKE/U2
∞

The mean spanwise vorticity contours of configuration G0-O4 were also reveal-

ing. While the streamlines in Figure 7.9 illustrated the deflection of the flow up, it

was the vorticity contours that elucidated the mechanism behind this phenomenon.
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Figure 7.9: G0-O4 configuration mean spanwise vorticity contours (1/s) with streamlines at

α = 0◦

The two counter-rotating vortices at the wing TE and the flap LE acted to direct

the core flow of the jet beyond the slot opening. As long as these two vortices were

positioned vertically with respect to each other as they were in configuration G4-O0,

the resulting jet flow was nearly horizontal. However, if the vortex at the flap LE was

offset horizontally as in configuration G0-O4, this resulted in an increase in the flow

angling. Therefore, it was not simply the flow flowing over the flap and avoiding the

flap like an obstacle that caused the sudden vertical displacement of the jet, but the

action of the two counter-rotating vortices as well.

This jet angle, Θmax, which was defined as the direction of V jetmax with respect

to the X-axis, was investigated further. The most significant difference between the

G4-O0 and G0-O4 jets was the maximum magnitude of Θmax and its streamwise

location with respect to the wing TE. With a variation in flap gap, the maximum

Θmax decreased from Θmax = 40◦ to Θmax = 32◦ from configuration G0-O0 to G4-O0

respectively. With an increasing overlap however, Θmax increased from the initial

Θmax = 40◦ to Θmax = 42.5◦ from the G0-O0 to G0-O4 configuration respectively.

These results are shown in Figures 7.10 and 7.11. The location of Θmax also varied
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significantly between the configurations. It was found that with a variation in over-

lap, Θmax traversed downstream the exact distance corresponding to the increase in

the flap overlap, while the location of Θmax remained stationary as a function of gap.

Hence, the location of V jetmax and Θmax was found to be invariant with respect to

the flap reference frame.

Figure 7.10: Maximum jet angle progression, Θmax (deg), with increase in flap gap

Figure 7.11: Maximum jet angle progression, Θmax (deg), with increase in flap overlap
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With an increased overlap, the increased Θmax therefore had the effect of promot-

ing BL separation at the wing TE, while the moderate increase in jet velocity did

not provide a favourable pressure gradient of sufficient magnitude to keep the flow

fully attached. With an increasing flap gap, not only did V jetmax increase further

by 5% thereby increasing the favourable pressure gradient magnitude, but Θmax was

reduced by 25%, and hence the wing TE BL remained attached.

The wake of the wing was finally analyzed using the global coordinate system at

locations illustrated in Figure 7.12. When the wake progression of the main wing was

Figure 7.12: Yellow lines illustrate the locations used for wake analysis

analysed (Figures 7.13 and 7.14), the aforementioned effects were easily distinguished.

With an increase in flap gap, the BL at the TE of the main wing displayed an im-

provement by developing a fuller velocity profile. In contrast, an increase in flap

overlap resulted the deterioration of the BL towards separation at the wing TE due

to the increased vertical velocity component of the slot flow which was evident in the

increased slot flow angle. The slot flow adapted a jet-like character with an increased

flap gap, the maximum jet velocity increased, and the flow retained its velocity profile

further downstream. With an increased flap overlap, the slot flow also increased in
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Figure 7.13: Wake velocity profiles, black = G0-O0, blue = G2-O0, red = G4-O0

Figure 7.14: Wake velocity profiles, black = G0-O0, blue = G0-O2, red = G0-O4
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magnitude, but the velocity profile was less defined further downstream. The signif-

icant increase in mixing with an increased overlap was explained by the aggressive

confluence of the slot flow with the BL shed from the main wing due to the rapid

vertical displacement of the slot flow. By the time the slot flow reached Station 6

in Figure 7.14, the slot flow had effectively obliterated any evidence of the BL shed

from the wing TE located upstream. The difference in vertical translation of the

slot flow in the overlap variation compared to the gap variation is clearly evident in

Figures 7.13 and 7.14.

7.2 Pressure Data

In addition to the PIV measurements, pressure data was collected using a Scanivalve.

It was anticipated that at least a partially attached flow would be recorded for the

G0-O0 configuration, and the pressure distribution could thus be examined. Instead,

it was found that the flow was massively separated for all configurations. The pressure

data however was the first indication of an increase in the jet velocity with an increase

in flap gap and overlap. The pressure measurements are shown as a function of flap

gap and overlap in Figures 7.15 and 7.16 respectively.

Figure 7.15: Gap variation effect on the Cp distribution along flap

Similar to the clean configuration analysis, the angle of attack variation of the

landing configuration was also investigated. The BL over the main wing TE was
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Figure 7.16: Overlap variation effect on the Cp distribution along flap

studied when subjected to an increasing angle of attack. The G0-O0 configuration

first indicated BL separation at α = 10◦ near the wing TE (x/cw = 0.955) with an

H ≈ 3.9. At α = 12◦, distinct BL separation was observed at 0.941cw. It should be

noted that the wing chord of the landing configuration was still defined with the flap

stowed. Therefore, the actual wing TE of the landing configuration was located at

0.955cw.

As observed with an increasing flap gap at α = 0◦, the wing BL of the G4-O0

configuration also displayed improvement at higher angles of attack. At α = 10◦, the

BL of configuration G4-O0 remained essentially attached, with an H ≈ 3.0 at the

wing TE. At α = 12◦, the shape factor increased further, but BL separation was not

evident.

With an increasing flap overlap however, the BL flow conditions quickly degraded

with increasing angle of attack. Although only a small separation bubble was observed

at α = 0◦ (as previously discussed), at α = 10◦ the wing TE BL separation location

was recorded at 0.90cw. At α = 12◦, the separation location was no longer within the

visible flow field (x/cw < 0.74).

The BL velocity as well as TKE profiles of the configurations discussed can be

found in Appendix A. While all the velocity and vorticity contours can be found

in Appendix B and C respectively, Figures 7.17 , 7.18 and 7.19 illustrate the three

configurations discussed above at α = 10◦.
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(a) (b)

Figure 7.17: G0-O0 configuration contours with streamlines at α = 10◦ (a) velocity, (b) mean

spanwise vorticity

(a) (b)

Figure 7.18: G4-O0 configuration contours with streamlines at α = 10◦ (a) velocity, (b) mean

spanwise vorticity

It was interesting to note that for configuration G4-O4, the detrimental effect of an

increasing flap overlap on the wing BL was partially mitigated by the corresponding

increase in flap gap, however, the effects were not linear, and the BL separation was

still present at both α = 10◦ and α = 12◦. Flap pressure readings were not recorded

for higher angles of attack.
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(a) (b)

Figure 7.19: G0-O4 configuration contours with streamlines at α = 10◦ (a) velocity, (b) mean

spanwise vorticity



Chapter 8

Conclusion

This work reports a numerical and experimental investigation on the effect of the

variation of a Fowler flap gap and overlap on the aerodynamic performance of a CP-

140 Aurora wing. The research was first conducted by computing 2D steady state

solutions using RANS (Fluent 14.0), which was then followed by an experimental

investigation employing a 2D PIV and pressure measurements. Two principal con-

figurations were studied; the clean configuration consisting of the wing with the flap

retracted and stowed, and the landing configuration with a flap deployed and de-

flected to 40◦.

The clean configuration was investigated using both numerical and experimental

methods over a range of angles of attack, α. The CFD solution was evaluated based

on the ability of the CFD software to predict the correct separation location near the

TE of the wing. It was found that all three turbulence models investigated (SA, SST,

RSM) underpredicted flow separation. The first sign of flow separation was observed

at α = 10◦, at which point the simulations predicted separation location ≈ 0.05cw

further downstream in comparison to the experiment. At higher angles of attack how-

ever, this error grew rapidly; at α = 12◦ the error increased to 0.07cw and at α = 14◦

the error grew to more than 0.15cw. The numerical solution of the landing configu-

ration was found to be in disagreement with the experimental findings. Specifically,

the magnitude of the flow emanating from the flap slot was over-predicted by the

CFD by a factor of two. As a result, the CFD predicted flow over the flap remained

attached, which was contradicted by experimental findings. In order to reconcile the

CFD simulations with the experimental findings, a mesh was generated that permit-

ted artificial control over the slot flow velocity magnitude and direction. Although

the slot flow was estimated to have a uniform velocity profile due to relatively poor

PIV resolution of the slot flow, this second set of simulations was in good agreement

with the experimental data. Given an accurate slot flow velocity profile, further im-
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provements in CFD to PIV agreement were possible, however the diffusive nature of

the turbulence models employed in RANS simulations were also partially responsible

for the CFD to PIV discrepancy. More importantly, since CFD simulations are often

used with no knowledge of the flow, it was found that commercially available 2D

steady state RANS CFD was incapable of accurately resolving the complex flow over

a Fowler flap deployed and deflected to 40◦ without ‘a priori’ knowledge of boundary

conditions.

The experimental investigation of the clean configuration validated the PIV ex-

perimental data as well as the CFD solutions. The mean spanwise vorticity contours

confirmed that as long as the BL remained attached, the counter-clockwise wing TE

vortex was of lower intensity. As the BL began to separate near the TE of the wing

with increasing α, the magnitude of the wing TE vortex grew in magnitude.

The original intent behind the landing configuration investigation was to study

the changes in flow over the flap. It was found however, that the flow over a flap

deflected to 40◦ was massively separated for all flap gap and overlap configurations

investigated. It has been reported in literature [109] [108] that at least a partially at-

tached flow should result. This was explained by the choice of minimum flap gap and

overlap investigated, G0-O0, which corresponded the maximum flap gap and overlap

dimensions permitted by the manufacturer. As noted by Foster et al [28] and Wentz

et al [106], if the flap gap and overlap were of sufficient size, the flow over the flap

becomes increasingly separated. Clearly, configuration G0-O0 consisted of a flap gap

and overlap of sufficient size to affect total flow separation over the deflected flap.

The focus of the investigation thus shifted to the BL on the TE of the main wing,

which was immediately upstream of the slot flow. At α = 0◦, it was found that the

increase in flap gap had a positive influence on the BL on the wing TE. By increasing

the flap gap, the slot flow behaved more like a wall bounded jet, which induced a

favourable pressure gradient, thereby improving the BL flow conditions upstream by

inducing a fuller BL velocity profile.

Previously unknown details of the flow field became evident with the study of the

slot flow. Given a minimum slot size, the slot flow behaved like a jet. An increase
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in flap gap had a beneficial effect on the upstream BL on the TE of the wing, which

was reflected in a fuller BL velocity profile. An increase in flap overlap however, was

found to have a negative effect on the upstream BL near the wing TE. This change in

flow character was revealed through a close examination of the jet angle progression

through the flow field. The trend of the jet flow was significantly different between

the flap gap and overlap variations. With an increasing flap gap, the maximum angle

of the jet decreased, thus almost becoming aligned with the upstream wing TE BL.

With an increasing overlap, the maximum jet angle increased further, thus interfering

with the development of the wing BL and hence promoting its separation. While no

flow separation was found (at the TE of the main wing) at the manufacturer specified

flap gap and overlap position, with an overlap increase of 0.04cw beyond the manu-

facturer specified limits the wing TE BL developed a separation bubble.

The reason behind this increase in jet angle was found in the mean spanwise vortic-

ity contours. As the flow passed through the slot, two counter-rotating vortices were

generated by the wing TE and the flap LE. Hence, not only was the flow deflected

up in order to avoid the physical presence of the flap, but the two counter-rotating

vortices directed the jet flow through the slot and beyond. The relative position of

those vortices remained vertical with a flap gap variation. As the flap was moved

down with increasing gap, the flow angle decreased since the flap effectively moved

out of the way of the flow. With an increasing flap overlap however, the two vortices

were vertically offset, thus inducing a greater vertical velocity component to the jet

flow thereby increasing the jet angle.

With a variation in angle of attack, similar trends were observed. The BL flow

conditions at the wing TE improved with an increase in flap gap, while the flow con-

ditions deteriorated towards separation with an increased overlap. It was interesting

to note, that increasing the flap gap seemed to mitigate the detrimental effect of an

increased overlap in configuration G4-O4.
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8.1 Implications and Recommendations for Future Work

For the landing configuration, the implications of this research seemed to indicate

that an increase in flap gap was not as detrimental to the flow field, as an increase

in flap overlap. From an aircraft maintenance standpoint, the results indicated that

although the ideal flap gap and overlap should be maintained to the manufacturer

specifications for optimal aerodynamic performance, the variation in the flap overlap

is more critical to the aerodynamic performance than the flap gap. This seems to be

in contradiction to the work of Foster et al [28] as well as Wentz et al [106].

The present investigation focused on the increase in flap gap and overlap beyond

the manufacturer limits. It is recommended that a similar study be conducted for a

configuration consisting of smaller flap gap and overlap dimensions. Such an inves-

tigation may shed new light on the detailed flow behaviour of the complex flow field

involving high lift devices.

The numerical component of this investigation did not include a 2D numerical sim-

ulation of the variation of the flap overlap with the artificially imposed jet boundary

condition. This is seen as an excellent opportunity to further evaluate the accuracy

of present day CFD RANS software.

Since this work investigated 2D flows exclusively, it is recommended that this

study of high lift flows be extended into the 3D domain. 3D flow effects present a

new range of flow features and numerical challenges which may elucidate this complex

flow field further.
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Appendix A

Landing configuration velocity and TKE profiles

Figure A.1: Velocity profiles of configuration G0-O0 at α = 0◦

Figure A.2: TKE profiles of configuration G0-O0 at α = 0◦
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Figure A.3: Velocity profiles of configuration G0-O0 at α = 10◦

Figure A.4: TKE profiles of configuration G0-O0 at α = 10◦
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Figure A.5: Velocity profiles of configuration G0-O0 at α = 12◦

Figure A.6: TKE profiles of configuration G0-O0 at α = 12◦
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Figure A.7: Velocity profiles of configuration G4-O0 at α = 0◦

Figure A.8: TKE profiles of configuration G4-O0 at α = 0◦
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Figure A.9: Velocity profiles of configuration G4-O0 at α = 10◦

Figure A.10: TKE profiles of configuration G4-O0 at α = 10◦
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Figure A.11: Velocity profiles of configuration G4-O0 at α = 12◦

Figure A.12: TKE profiles of configuration G4-O0 at α = 12◦
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Figure A.13: Velocity profiles of configuration G0-O4 at α = 0◦

Figure A.14: TKE profiles of configuration G0-O4 at α = 0◦
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Figure A.15: Velocity profiles of configuration G0-O4 at α = 10◦

Figure A.16: TKE profiles of configuration G0-O4 at α = 10◦
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Figure A.17: Velocity profiles of configuration G0-O4 at α = 12◦

Figure A.18: TKE profiles of configuration G0-O4 at α = 12◦



Appendix B

Landing configuration velocity contours and streamlines

Figure B.1: Velocity contours and streamlines of configuration G0-O0 at α = 0◦
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Figure B.2: Velocity contours and streamlines of configuration G0-O0 at α = 10◦

Figure B.3: Velocity contours and streamlines of configuration G0-O0 at α = 12◦
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Figure B.4: Velocity contours and streamlines of configuration G4-O0 at α = 0◦

Figure B.5: Velocity contours and streamlines of configuration G4-O0 at α = 10◦
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Figure B.6: Velocity contours and streamlines of configuration G4-O0 at α = 12◦

Figure B.7: Velocity contours and streamlines of configuration G0-O4 at α = 0◦
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Figure B.8: Velocity contours and streamlines of configuration G0-O4 at α = 10◦

Figure B.9: Velocity contours and streamlines of configuration G0-O4 at α = 12◦
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Figure B.10: Velocity contours and streamlines of configuration G4-O4 at α = 0◦

Figure B.11: Velocity contours and streamlines of configuration G4-O4 at α = 10◦
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Figure B.12: Velocity contours and streamlines of configuration G4-O4 at α = 12◦



Appendix C

Landing configuration vorticity contours and streamlines

Figure C.1: Mean spanwise vorticity contours and streamlines of configuration G0-O0 at α = 0◦
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Figure C.2: Mean spanwise vorticity contours and streamlines of configuration G0-O0 at α = 10◦

Figure C.3: Mean spanwise vorticity contours and streamlines of configuration G0-O0 at α = 12◦
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Figure C.4: Mean spanwise vorticity contours and streamlines of configuration G4-O0 at α = 0◦

Figure C.5: Mean spanwise vorticity contours and streamlines of configuration G4-O0 at α = 10◦
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Figure C.6: Mean spanwise vorticity contours and streamlines of configuration G4-O0 at α = 12◦

Figure C.7: Mean spanwise vorticity contours and streamlines of configuration G0-O4 at α = 0◦
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Figure C.8: Mean spanwise vorticity contours and streamlines of configuration G0-O4 at α = 10◦

Figure C.9: Mean spanwise vorticity contours and streamlines of configuration G0-O4 at α = 12◦
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Figure C.10: Mean spanwise vorticity contours and streamlines of configuration G4-O4 at α = 0◦

Figure C.11: Mean spanwise vorticity contours and streamlines of configuration G4-O4 at α =

10◦
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Figure C.12: Mean spanwise vorticity contours and streamlines of configuration G4-O4 at α =

12◦
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