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Abstract

Question Answering (QA) system is one of the most important and
demanding tasks in the field of Natural Language Processing (NLP),
which is concerned with answering questions posed in a natural language.
In QA systems, the answer generation task generates a list of candidate
answers to the user's question, in which only one answer is correct.
Answer Selection is one of the main components of the QA, which is
responsible for selecting the best answer choice from the candidate
answers suggested by the system. However, the selection process can be
very challenging especially in Arabic due its particularities. To address
this challenge, we propose an approach to answer questions with multiple
answer choices for Arabic QA systems based on Textual Entailment (TE)
recognition. The developed approach employs Support Vector Machine
(SVM) classifier that considers lexical, semantic and syntactic features in
order to recognize the entailment between the posed question and the
candidate answers. A set of experiments has been conducted to measure
the effectiveness of our method. The obtained results show that our
method helps significantly to tackle the problem of Answer Selection in

Arabic Question Answering system.



Résumé

Le systeme de réponse aux questions (RQ) est I’'une des tiches les plus
importantes et les plus exigeantes dans le domaine du traitement du langage
naturel (TLN). Il fait référence a la réponse a des questions posées dans un
langage naturel. Dans les systemes d'assurance qualité, la tiche de génération de
réponses génere une liste de réponses de candidats a la question de I'utilisateur,
dans laquelle une seule réponse est correcte. La sélection des réponses est I’un
des composants principaux de I’RQ, qui est responsable de la sélection du
meilleur choix de réponse parmi les réponses suggérées par le systeme.
Cependant, le processus de sélection peut étre tres difficile, en particulier en
arabe, en raison de ses particularités. Pour relever ce défi, nous proposons une
approche permettant de répondre a des questions a choix multiples pour les
systemes d'assurance qualité en arabe qui sont fondés sur la reconnaissance de
I’implication textuelle (IT). L'approche combine trois ensembles de
fonctionnalités, a savoir le lexique, la sémantique et la syntaxe. Elle évalue si
I'une des réponses candidats peut étre déduite du texte renvoyé par le systéme.
Une série d'expériences a été menée pour mesurer I'efficacité de notre méthode.
Les résultats obtenus démontrent que notre méthode aide de maniére
significative a résoudre le probléme de la sélection des réponses dans le systeme

de réponses aux questions en arabe.
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Chapter 1

Introduction

In the last few decades, the amount of information available on the Internet
has been increasing remarkably. The Web has become the main source of all
kind of data stored in electronic format. Getting precise information in real
time is becoming increasingly difficult [57]. Current Information Retrieval
(IR) systems and search engines such as Google* and Yahoo? do not allow
users to return concise answers to their questions. Given some keywords,
the system only returns the relevant ranked documents that contain these
keywords and the user has to take the trouble of searching for the answers
inside each document. In many cases, this method consumes the time of the
users and does not help them to get the direct relevant information
efficiently from very big group of documents. In fact, users often have
specific questions in their mind. They would like to express their questions
in their natural language without being restricted to a particular query
language and want precise answers to those questions [22].

Question Answering (QA) system addresses this problem. The main
goal of QA is to provide inexperienced users with answers to questions

"https://www.google.ca/
*https://www.yahoo.com/
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rather than full documents. While the classical information retrieval systems
present the users with a set of documents that relate to user questions
without indicating the exact correct answers, the QA system enables the
user to ask questions immediately in their native language and get precise
and direct answers, which saves a lot of time and effort for the user. The QA
systems are fed with the questions in natural language by the user as input,
the systems search matching answers in set of documents and return the
concise answers to the questions as output [106][29][57][73]. For instance,
given the question “When was the Royal Military College established?” A
QA system should instantly return the exact answer: 1876. Table 1.1 shows
the main differences between the conventional IR and QA.

Due to the fact that the amount of Arabic content on the Internet has
been extremely increasing and that regular IR techniques cannot satisfy the
user's information need, the need to reliable Arabic QA systems is becoming
crucial. However, the research and development in the area of Arabic QA
can be considered as lagging behind compared to similar work on non-
Arabic systems [103]. A lot of research has been done to build QA systems
for English and other Latin-based languages. On the other hand, very little
work has been made by researchers to reach an acceptable level in the
Arabic QA task.

Table 1.1: The differences between IR and QA [18]

IR QA
Input Keywords Natural language question
Output A list of documents Phrases and Words having the answer




1.1 Answer Selection Task

In QA systems, the answer generation task generates a list of candidate
answers to the user's question, in which only one answer is correct. Answer
Selection is one of the main components of the QA, which is concerned
with selecting the best answer choice from the candidate answers suggested
by the system. The problem of answer selection in Question Answering
system can be formulated as the following:

Given a question ¢, a set of candidate answers {ai, a,, ..., a,} and a

supporting text t , the goal is to choose the correct answer a;.

The selection process can be very challenging especially in Arabic due
its particularities. Unlike languages such as English, Spanish, French or
Italian, Arabic differs in its richness and complexity that needs special
handling to make reliable QA systems. The challenges are not limited to
those commonly faced by non-Arabic systems. Each integrated component
in the Arabic QA system may have a negative impact on the performance of
the system unless the particularities of this language are considered. For
Latin languages, the task of answer selection and validation has been
studied to a great extent and many approaches have been proposed to tackle
the problem, but for Arabic, the work has been very limited and most of the
research in the area of Arabic Question Answering tends to focus on the
information retrieval step rather than the answer selection step, which

makes them very similar to traditional Question Answering systems.

1.2 Textual Entailment

Textual Entailment (TE) is one of the important natural language processing
challenges. Given two expressions, one is called the “Text” and denoted as
T and the other one is called the “Hypothesis” and denoted as H, TE

determines whether the meaning of the “Hypothesis” could be entailed by



the meaning the “Text”. This means that a human would agree that the
meaning of T implies the meaning of H. More formally, a text T entails a
hypothesis H, if H is true in every circumstance, in which T is true [40]. For
example, the text T= “Mark’s wife is beautiful” entails the hypothesis H =
“Mark is married”. Likewise, T= “Adam has worked in Libya” entails H =
“Adam has worked in an Arabic country”. On the other hand, T= “Adam
has worked in an Arabic country” does not entail H = “Adam has worked in
Libya”.

Recognizing the entailment between two texts is important in many
natural language processing applications where a problem can be formulated
in terms of TE, such as information retrieval, summarization, machine
translation and question answering. Recently, number of studies has been
addressing the problem of answer selection in QA using TE techniques in
non-Arabic language. Our investigation and study of the advances in the
field showed us that adopting TE techniques has had a significant
improvement on the performance of the QA systems in English and other
languages. The objective of this work is to study the suitability and the
effectiveness of these techniques for improving the answer selection in

Arabic QA systems.

To address the challenge of answer selection in Arabic QA systems,
we propose an approach to answer questions with multiple answer choices
for Arabic. The approach is based on Textual Entailment (TE) recognition
method. The basic idea is to evaluate whether one of the candidate answers
can be inferred from the text returned by the system. In case of a candidate
answer is being entailed by the supporting text, it then can be chosen as a
correct answer. The developed approach employs a Support Vector Machine
(SVM) that considers lexical, semantic and syntactic features in order to
recognize the entailment between the generated hypotheses (H) and the text

(T). Each retrieved sentence is considered as text (T) and paired with the



corresponding hypothesis (H) to represent T-H pair. Thereafter, features are
extracted from the T-H pairs and fed into the classifier in order to classify

new samples based on the trained model.

1.3 Thesis Objective

Arabic differs from Latin languages both syntactically and
morphologically. The particularities of the Arabic and the high level of its
complexity add extra challenges to NLP applications in general and to QA
specifically. To achieve the task of answer selection in QA, different
language processing resources and tools are required. However, most of the
existing NLP tools are developed for Latin languages and not completely
suitable for Arabic. Given that situation, the proposed work attempts to
address the following research question: Is it possible to develop a new
model based on TE recognition that combines lexical, semantic and
syntactic features in one approach to solve the problem of Answer Selection
in Arabic QA?

1.4 Contributions
The work described in this research has achieved several goals. The
main contributions can be summarized as follows:
- Study the advances in the field of Question Answering systems,
Textual Entailment recognition and investigate the suitability and the
effectiveness of applying different techniques for improving the

answer selection in Arabic QA systems.

- Achieving the research goal to build an Answer Selection model for
QA system that performs better than the state-of-the-art Arabic QA

systems.



- Introducing an approach to answer questions with multiple-answer-
choices for Arabic QA systems based on Textual Entailment (TE)

recognition.

- Our work is the first work in Arabic Question Answering that
combines three different sets of features that include lexical,
semantic and syntactic features in one approach to solve the problem

of textual entailment recognition in Arabic.

- Utilizing different Arabic resources and tools and performing
multiple kinds of preprocessing in order to tackle the Arabic
challenges and to achieve our goals.

- Conducting a set of experiments with different types of questions
using different datasets; analysing the obtained results and

comparing our work to similar Arabic systems.

1.5 Organisation of Thesis

The rest of the dissertation is structured as follows: Chapter 2 presents
a background and gives an overview of literature that relates to Arabic QA
systems. Literature review is divided into three parts: The first part
introduces the advances in the history of Arabic QA systems giving more
attention to answer selection task. The second part talks about QAAMRE @
CLEF® campaign and describes the participated Arabic systems. The third
part discusses the utilization of Textual Entailment approaches in Arabic
QA systems. Chapter 3 discusses the general architecture of QA systems.
The chapter describes the most common pipeline architecture that most of

the QA systems share. Later in this chapter, we provide a brief description

® http://www.clef-campaign.org/




of different categories of QA system based on some criteria, the appropriate
evaluation metrics that used by the QA community researchers to assess and
compare their work as well as the standard QA evaluation forums that
available to support evaluating different systems. Chapter 4 has been
divided to two sections: The first section explains the importance of Arabic
and how it differs from Indo-European languages. The significant
challenges faced by researchers to build many natural language processing
applications in general and QA specifically are discussed. The second
section presents the main tools have been used in this research. Chapter 5
talks about using machine learning to solve the problem of recognizing the
entailment between the text and the hypothesis. Thereafter, a detailed
description about the selected features and the approach we applied to
model the textual entailment as classification problem are provided.
Chapter 6 presents the proposed approach to answer questions with
multiple-answer-choices for Arabic QA systems based on Textual
Entailment (TE) recognition. The core modules of the system are outlined
and each module of these modules consists of number of submodules are
also described in details. Chapter 7 provides a discussion about the
experiments and the results of applying our approach of Answer Selection
through Textual Entailment over Arabic texts. We started with an in-depth
description of the datasets and the measures were used for the evaluation.
Thereafter, the conducted experiments are presented and the results are
reported and analysed. We end up with conclusions and future work in
Chapter 8.



Chapter 2

Literature Review

A lot of research has been done to build QA systems for English and other
Latin-based languages. On the other hand, very little work has been made
by researchers to reach an acceptable level in the Arabic QA task. This is
due to nature of Arabic language itself as well as the challenges faced by
Arabic systems (which are explained in Chapter 4). The challenges are not
limited to those ones commonly faced by non-Arabic systems. Each
integrated component in the Arabic QA system may have a negative impact
on the performance of the system unless the particularities of this language
are considered. Recently, number of studies has been addressing the
problem of answer selection in QA using TE technigues in non-Arabic
language. However, the research in the area of Arabic QA has tended to
focus on the information retrieval step rather than the answer selection step,
which makes them lagging behind comparing with other non-Arabic QA
systems.

This chapter presents a review that relates to Arabic QA systems. The
review is divided into three parts: The first part introduces the advances in
the history of Arabic QA systems giving more attention to answer selection
task. The second part talks about QA4AMRE @ CLEF' campaign and
describes the participated Arabic systems. The third part discusses the

utilization of Textual Entailment approaches in Arabic QA systems.

! http://www.clef-campaign.org/




2.1 Advances in Arabic Question Answering

Historically, one of the first attempts to tackle the problem of Arabic
Question Answering was a system called AQAS. It was developed by
Mohammed et al., in 1993 [90]. AQAS is a closed domain knowledge-based
system that retrieves answers from only structured data and not from raw
text written in natural language. It is fed by queries that follow pre-defined
rules and matches them against frames in a knowledge base. The developers
of AQAS have not presented their system’s experimental results.

After almost a decade of advancement in the field of Arabic natural
language processing and information retrieval, Hammo et al. [61] designed
and implemented their QA system called QARAB. It was the first Arabic
QA system that used sophisticated Natural Language Processing techniques
such as POS tagging, NER, and lexicon based stemming to parse the user’s
query and the documents to identify the candidate passages for answer
selection. QARAB accepts queries expressed in Arabic language and returns
short passages that are likely to contain an answer to the question rather
than retrieving the direct answer. The system’s primary source of
knowledge 1s a collection of Arabic newspaper texts “Al-Raya”, a
newspaper printed in Qatar. It is considered a closed system because it
works based on three assumptions. First, the answer to the question of the
user is contained in its collection. Second, the answer can only be found in
one document in that collection. Third, the answer is a short passage.
QARAB is based on a set of rules for each question type, but does not
handle questions of types the How and Why since they require more
advanced processing. QARAB uses shallow language understanding and
treats questions as a bag of words and did not understand the content of the
question at a deep level. Experiments have been conducted by four native
speakers who checked the correctness of QARAB answers using 113



questions as a test-bed. The developers reported that the results showed
recall and precision of 97.3%.

In 2007, Benajiba et al. [28] developed a QA system specifically for
Arabic factoid questions. ArabiQA consists of three modules, Passage
Retrieval, Named Entities Recognition and Answer Extraction. It also
integrates JIRS (Java Information Retrieval System) to extract passages
from Arabic texts. An evaluation corpus on the basis of CLEF? guidelines
was prepared to test the system. The authors reported a precision of 83.3%,
but the details were not given. In spite of that the system has been designed
for an open domain, but it has not been tested in such an environment.

While most of the Arabic QA systems were built to handle factoid
questions, in 2009, Brini et al. [32] made an attempt for building an Arabic
QA system to deal with both factoid and definition questions. The system is
named QASAL (Question Answering System for Arabic Language). It
employs the NooJ® platform as a linguistic development environment and
takes advantage of some linguistic techniques from IR and NLP to process
Arabic text documents to extract the precise answers which requested by
users. Google search engine was used as Web resource to answer 43
definition questions. According to the authors, the preliminary results
obtained for the definition questions have a precision equal to 94% and
recall equal to 100%.

Kanaanet et al. [68] described another QA system for short Arabic
questions. To achieve its task, the system uses data redundancy rather than
complicated linguistic analyses for questions and candidate answers. This
system does not support How and Why questions because of the complex
processing involved in handling such questions. The authors tested their

system using a collection consisting of 25 documents from the Internet and

*http://www.clef-campaign.org/
*http://www.nooj4nlp.net
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12 questions. They do not mention why and how these questions and
documents have been selected. Authors have not compared their results to
any previously developed Arabic QA systems.

ArQA is another QA system that was introduced in 2011 by Abdelbaki
and Shaheen [1] to handle Arabic factoid questions expressed in natural
language. The system gives more attention to the question analysis process
by identifying the question focus for each question. Then the system uses
the semantic similarity between the question focus and the candidate answer
to recognize the answers [103][109]. The architecture of this system
consists of four modules: Question Processing, Passage Retrieval, Answer
Extraction and Answer Validation. Each module uses IR and NLP
techniques and tools to enhance validity of retrieved answers [35].

Bekhti and Al-Harbi [27] also recognized the importance of the
question analysis phase and its impact on the performance of the whole
system. They proposed an Arabic QA system named AQuUASYs. The system
consists of three modules: Question Analysis, Sentences Filtering and
Answer Extraction. It deals with unformatted questions written in an Arabic
natural language. The user’s question words are classified into three classes:
interrogative noun, verbs and question’s keywords. NLP techniques were
applied to analyze the question posed by the user in order to generate
informative and valuable features from it. These features had a strong effect
on answer finding accuracy performance. In order to assess the system’s
performance, the developers used a corpus from ANERCorp* and
ANERgazet which are available online along with a set of 80 questions. The
authors indicated that they obtained 66.25 % in precision and 97.5 % in
recall.

QArabPro [14] is another Arabic QA system designed to deal with all
types of queries including questions of type “How ” and “Why ”. The system

*http://users.dsic.upv.es/~ybenajiba/downloads.html
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is rule-based that uses a set of rules for each type of WH questions. The
overall accuracy of the system was 84%, but for these two types of
questions was low, 62% for Why questions and 69% for How questions.

Unlike other Arabic question answering systems, JAWEB is a web-
based QA system developed by Kurdi et al. [76]. The system consists of
four modules: user interface, question analyzer, passage retrieval and
answer extractor. For answer extraction task, the system module uses
scoring formulas to measure the similarity between the user’s query and the
retrieved sentences. The answers are ordered based on of their relevance to
the given question and the answer that obtains the highest score is selected
as the true answer. For evaluation, the authors compared their system to the
web-based QA system ask.com® and they reported 15-20% higher recall
with average of 100% recall and 80% precision. The system does not use a
Named Entity Recognition to identify named entities. In addition, the Why
and How questions are not handled.

AIQUANS [95] is an Arabic QA System that includes an online and
offline parts. The offline part consists of two modules: preprocessing and
semantic interpreter modules. In the online part, the system contains four
modules:  preprocessing, question Analysis, information retrieval and
answer extraction modules. The offline part has two components, the
preprocessing and semantic interpreter modules. Each module of these
modules composed of some submodules that are responsible for fulfilling
other subtasks. For answer selection, the system uses answer patterns
provided by the pattern construction module to extract the proper answer
from the retrieved sentences. The patterns are built from the training dataset
using a set of features. Both the online and the offline versions of the system
were compared with the system presented by Abouenour et al. [5]. The
online part achieved 26.15%, 12.57% and 45.97% in accuracy, MRR and

5 https://www.ask.com/
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answered questions respectively while the Offline system reached 22.20%,

8.16 %and 47.66% in accuracy, MRR and answered questions respectively.

2.2 Answer Selection and QAAMRE

Since 2011, The Conference and Labs of the Evaluation Forum (CLEF)®
started Question Answering for Machine Reading Evaluation (QA4MRE).
The goal behind introducing QA4MRE task is to give more attention to
reading comprehension and make participating systems concentrate on
answer selection and validation and skip the answer generation task.

The QA4MRE task focuses on taking a single document and a set of
questions as input and returning an exact answer as output. Questions are in
the form of multiple choices. Each question has 5 different options and only
one answer is correct [100]. The detection of the correct answer is
specifically designed to require various types of inference, and a deeper
level of text understanding [116]. The task introduced to evaluate how the
computer understands a comprehension passage in the same way that
reading comprehension tests designed to evaluate how well a human can
understand a text. By providing a single evaluation platform for the
experimentation, the QA4MRE encourages the interest in this research line
and pays more attention to the task of answer selection and validation over
the information retrieval based tasks in QA [64].

The main task of the competition consisted of four topics: Music and
Society, Climate Change, AIDS and Alzheimer's (sources: blogs, web,
news). Each topic had four reading tests. Each reading test provided with
one single document followed by 10 questions and a set of five choices per
question. The total set included 16 test documents, 160 questions and 800
choices. In CLEF 2012, Arabic was included for the first time in the

® http://www.clef-campaign.org/
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QA4MRE as one of seven languages to be evaluated [44]. The test
documents and reading tests were available in Arabic, Bulgarian, English,
German, lItalian, Romanian, and Spanish. The role of the participating
systems is to select the most appropriate answer option. In the case of the
system is not certain about the answer, it may leave some questions
unanswered [20]. Three Arabic systems participated in this campaign:
IDRAAQ [5] and Trigui et al’s system. [116].

IDRAAQ is an Arabic QA system designed and implemented by
Abouenour et al. [5]. The system composed of three modules: question
analysis, passage retrieval and answer validation modules. The three
modules are designed as shown in Figure 2.1. The designers tried to take
benefit from the advantages provided by Arabic WordNet (AWN)’ to
enhance the quality of retrieved passages and thereafter the performance of

the whole system.

Answer

Question Passage Retrieval Validation
Analysis Module Module
Module
A 7'y

1 Keyword-based Level

2 Structure-based Level

CLEF question ’ l
[ Candidate Passages ] [ ID of right answer

Figure 2.1: The system architecture of IDRAAQ [5]

In addition to the morphological query expansion, four semantic relations

connecting AWN synsets were used. Namely: synonymy, hyponymy,

’ http://globalwordnet.org/arabic-wordnet/
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hypernymy and the SUMO®concept definition. Each keyword in the
question is substituted by its semantically related words that are retrieved
from the AWN. From each question, the query expansion process is applied
only for keywords that are non stop-words. The QE component accepts as
input a question keyword and for each keyword the system generates the
following terms:

-Derivational forms and the root of the keyword using AL-KHALIL®
system.

-Terms that share the same AWN synsets with the keyword including the
super-types and the subtypes.

-Terms that share the AWN synsets that are hyponyms.

-Terms that share the AWN synsets that are hypernyms.

-Terms that related to AWN synsets provided by the SUMO concepts.

This process is repeated and a threshold is set in order to avoid endless
recursive process. At the end of the process, for each question keyword, a
list of words is generated. Each word is semantically related to the question
keywords. Using these generated words, new queries will be formed by
replacing each keyword in the question by its related terms. In the case of
Named Entities keywords, the keyword is substituted only by its synonyms.
To evaluate the system, two measures have been considered which are,
accuracy and C@1 and two runs were conducted. The developers reported
that the system reached 13% in accuracy and 21% in C@1 measure.

The second system was developed by Trigui et al. [116] which is
based on information retrieval (IR) to deal with the problem. To find the
best answer choice, the system retrieved the passages that have the question
keywords and aligned them with the answer candidates, and then collected

the answer included in these passages and selected it as the correct answer.

8 http://www.adampease.org/OP/
° http://sourceforge.net/projects/alkhalil/
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In case of there is no answer included in the passages, the system uses a list
of inference rules deduced from the document collection to choose the
answer. If after using the inference there is no answer founded in the
retrieved passages, the question is leaved unanswered. Figure 2.2 shows the
architecture of the system. The approach deals with only one type of
questions, the non-complex questions. It tried to answer all the test-set
questions and did not leave any questions as unanswered. The system
obtained an overall accuracy and C@1 of 19%. The reason behind the poor
performance is that the approach did not try to analyze the reading test
document to answer the questions. It also depends on the background
collection to offer enough redundancy for the passages retrieval, which

made the system similar to the traditional question answering systems.

Definition
; Question Analysis I—DI Passage Retrieval |
question f y
Stop word list

Background Preprocess of the
collection corpus

) E ¥
Inference rules T
g = = Passage
Test documents collection

Multiple
answer choice l
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|
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_ I Answer Selection I
Answer selected €
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Figure 2.2: The system architecture of Trigui et al. [116]

Another QA system was developed by Ezzeldin et al. [47], they
proposed a system to deal with comprehension reading question answering
problem. The first version, which is named ALQASIM 1.0, participated in
QA4AMRE @ CLEF 2012. Their approach depends on answer keywords



proximity to question keywords in the test document. It analysed the reading
test text instead of the questions and scored the candidate answers according
to three criteria: (i) the number of answer keywords found in the text within
a distance threshold, (ii) the weights of all found keywords and (iii) the
keywords distance from the question keywords. According to the authors,
the first version achieved an accuracy of 31% and a C@1 of 36% without
using any database collection tests.

In the second version, ALQASIM 2.0, the authors improved their
system by utilizing three better techniques. These techniques are sentence
splitting, background ontology semantic expansion and root expansion.
Figure 2.3 shows the architecture of the system. They used sentence
splitting as a natural boundary to search for answers in the test document.
Since Arabic has a very rich and complex morphology, they expanded the
keywords so the system can deal with different derivational forms of the
words in the question answers and in the document. The expansion was
applied to expand the document words with words from the same domain.
In order to do that, they used an automatically generated ontology built from
the CLEF 2012 background collections provided with the test-set.

ALQASIM 2.0

Background
Collection
Documents

Hypernyms |
Hyponyms

expand document
hypernyms

words, stems, roots,
Document Docume_nt digits, semantic
Analysis expansions & weights
Question 4 search for Inverted
> Analysis question sentences Index

questlunésenten:es

Answer search for answer near
Selection question sentences

Figure 2.3: The system architecture of ALQASIM 2.0 [47]
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According to the authors, these techniques proved to be effective and led to
a significant improvement in performance. The reported performance was
an accuracy of 36% and a C@1 of 42% [47].

The performance of the Arabic systems was not very promising.
However, it was a good initiative for research in the area of Arabic QA.
On the other hand, regarding to non-Arabic systems, the best performing
system, that had the highest score in the task of answer selection in
QA4MRE campaign, was developed by Bhaskar et al. [98] to deal with
English text. The system obtained the most promising results reaching an
accuracy of 0.56 and C@1 of 0.65. The authors combined each candidate
answer with the question in a hypothesis. They identified the query words
from each hypothesis to retrieve the most relevant passages from the
associated text. Each sentence was paired with the corresponding hypothesis
and assigned a ranking score according to the textual entailment concept.
The answer option that got the highest score among the list of candidate
answers was selected as the correct answer. Figure 2.4 shows the
architecture of the system.

Document
Parsing

Pattern
Generation

Hypothesis
Generation

| NER | | TE | IChunk| | Syntactic | \ﬁ;&

QA4MRE
Data

Answers

Retrieved
Answers

Answer Answer
Scoring Ranking Ranked
Answers

Figure 2.4: Answer Validation based Machine Reading System [98]
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2.3 Textual Entailment Recognition in Arabic QA

ArbTE [16] was the first work to tackle the problem of recognising textual
entailment in Modern Standard Arabic. The objective of ArbTE system was
to assess the effectiveness of existing textual entailment approaches when
they were applied to Arabic language. Given that recognizing textual
entailment in Arabic is a non-trivial task and relies on the availability of
accurate tools, the author combined the output of multiple data-driven
dependency parsers and the output of three different taggers to get more
accurate results in parsing and tagging respectively. After that, they utilized
Tree Edit Distance (TED) algorithm to find the matching between two
dependency trees of hypothesis and text pairs in Arabic. TED is one of the
fast, simple and effective algorithms for finding the editing distance
between ordered trees that was devolved by Zhang and Shasha in 1989
[122]. They extended the set of edit operations of standard TED algorithm
to be applied to subtrees instead of only to single nodes. As per the author,
both the strategies of combining different tools and the extension which
made to deal with specific challenges posed by the language, have led to
improvements over the performance of the task of textual entailment
recognition in Arabic.

Khader et al. [70] also attempted to tackle the problem of Arabic
textual entailment recognition. They adopted a lexical analysis method to
assess the suitability of such methods for detecting textual entailment in
Arabic. The system consists of two components: Preprocessing, Lexical and
Semantic matching. The Preprocessing component contains three tasks: Part
of Speech (PoS) Tagging, Stemming and Name Entity Recognition. The
Lexical and Semantic matching component includes two steps: Firstly is to
count the number of similar and synonyms words between each hypothesis
and text pairs and secondly is to compute the bigram match between
hypothesis and text. To evaluate the system performance, authors used
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ArbTEDS™ dataset which was developed by Alabbas [15], and compared
their system with the human judgment. The system has reached precision of
68% for Entails and 58% for NotENtails with overall recall of 61%.

Mohammed and Mohammed [91] have studied the applicability of
applying semantic similarity measures over Arabic WordNet. Seven
semantic similarity measures were used. Three of them are linear path-based
measures, namely, Wup, Path and LCH. Two measures are non-linear path-
based measures LI and AWSS. The rest is one information content measure
ResMeng and one is hybrid measure Zhou. For experiments with semantic
similarity, the authors used AWSS benchmark, the Arabic dataset that was
developed by Fazza et al. [50]. The results have been evaluated to assess the
measures performance over AWN. The authors found that Wup measure
achieved the best performance in similarity calculation compared to other
measures while the worst performance was obtained by Path measure.

Almarwani and Diab [23] used distributional representations and
traditional features in order to target the problem of Arabic TE without
relying on any external resources in their work. They implemented multiple
supervised frameworks using WEKA! software package. The set of the
features they utilized to train their model is relatively small. These features
are: Length, Similarity score, Named entity and Word embedding. The
authors stated that using word representation based features resulted in good
results compared to basic matching features. The logistic regression model
achieved the best results among the used classifiers reaching an accuracy of
76.2 %.

Bakari et al [26] proposed an approach to recognize the textual
entailment between the text and the question in the context of a question

answering system. The method based on transforming the text and questions

10 http://www.cs.man.ac.uk/~ramsay/ArabicTE/
1 https://www.cs.waikato.ac.nz/ml/weka/
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to logical predicates and then extracting the accurate answer. The method
composed of five components: text analysis, question analysis, predicate
generation, textual entailment recognition and answer generation. The
algorithm starts with taking a text in html format as input and generates an
annotated and analyzed text. The second step focuses on getting the possible
reformulation of the questions that could be useful in the next steps of the
answer generation. The next stage is the logical transformation where the
text and the question are transformed to a set of logic predicates. Once the
question and the text have been converted into logical forms, a list of
entailments between the predicates of the question and the predicates of the
sentences are recognized. Finally, the answer generation step which includes
two tasks. The first is retrieving the candidate answers that have entailment
to the user’s query. The second is assigning scores to each of these
sentences to produce a list of ordered answers according to their scores to
choose the final answer.

EWAQ is an entailment metrics based Arabic QA system proposed by
AL-Khawaldeh [21]. The system consists of three modules which are:
Question Analysis, Passage Retrieval and Answer Extraction. It
concentrated on improving the accuracy of Arabic Why-type questions
through enhancing the process of re-ranking the passages that retrieved by
search engines. The re-ranking process is achieved based on the degree of
entailment similarity between the relevant retrieved passages and the
questions. In order to increase the accuracy of the system’s information
retrieval, the author used AWN to identify all the possible words that have
semantic relations in the question and passages. The system was evaluated
using a dataset of 250 Why questions with their correct answers. The
questions have been selected from five different fields (science, history,
computer, politics and religion) by thirty Arabic native speakers. Yahoo,

Ask and Google search engines were used to compare the system accuracy.
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The author reported that the obtained results indicated that using entailment
similarity in answer extraction is significantly helpful and the overall

accuracy reached to 68.53%.

Chapter summary

In this chapter, we provided a review of related work. In this review we first
introduced the advances in the history of Arabic QA systems giving more
attention to answer selection task. After that we talked about QAAMRE @
CLEF* campaign where we described the participated Arabic systems and
their results. Later on we discussed the utilization of Textual Entailment
approaches in Arabic QA systems. In the next chapter, we describe the
general architecture of QA systems that used by the QA community

researchers.

2 http://www.clef-campaign.org
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Chapter 3

General Architecture of QA System

This chapter discusses the general architecture of QA systems. It describes
the most common pipeline architecture that most of the QA systems share.
This architecture is general and can be applied to any language. Later in this
chapter, we provide a brief description of different categories of QA system,
the appropriate evaluation metrics that used by the QA community
researchers to assess and compare their work as well as the standard QA

evaluation forums that are available to support evaluating different systems.

3.1 General Architecture of QA systems

Most of QA systems share a common pipeline architecture that consists of
three distinct modules. The modules are: Question Processing, Passage
Retrieval and Answer Processing. Each of these modules has a core
component besides other supplementary components. Although most QA
systems follow the common architecture, however they might have
differences in the way they implement each subtask in the modules. Figure
3.1 shows the most common QA architecture.

3.1.1 Question Processing Module

Given a natural language question provided by the user as an input, the
Question Processing module starts to process and analyze the question in

order to create a useful representation of the required information for the
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next module [48]. This module usually consists of two components, namely:

Question Classification and Question Reformulation [22].

Indexing

) Passage
Question : Retrieval
Processing %
el o Quey Document I Passage Answer
oo -~ Fomuaton [~} ; L | z ; Ly II fe---- > L->{  Answer
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. Docs
A Question
Classification 3 v’

Figure 3.1: Question Answering system architecture [66]

3.1.1.1 Question Classification and Answer Type Detection

In order to get the right answer to the posed question, a question type
classification process is performed to identify the question class. Knowing
the type of the question helps the system limiting what kind of data is
relevant, expecting the answer type (Entity), and developing answer
patterns, which in turn leads to help next modules to locate and verify the
answers correctly. The question is classified usually based on predefined
categories of possible questions that are already coded into the system:
what, why, who, how, when, where questions, etc [22]. After classifying the
user question into one of these categories, the system predicts the type of
entity expected to be found in the candidate answer sentences [103]. For
example, a question like “What Libyan city has the largest population?”
expects an answer of type CITY while a question like “Who founded British
Airways?” expects an answer of type PERSON. Knowing the answer type
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for a question will help the system focusing on a specific entity rather than
looking at every single sentence or noun phrase in the entire collection of
documents [66]. QA systems usually consider the following entity types in
the candidate answers: For factoid question, the entity type is expected to be
location, percentage, date, organization, time, measure, monetary values,
person or duration. For non-factoid QA systems, the answer type is
expected to be reason or explanation [103]. Table 3.1 lists the question
classes and corresponding expected answer types with examples. Li and
Roth [84] proposed a hierarchical taxonomy in which questions were
classified and expected answers were identified upon that taxonomy. Figure

3.2 shows the answer type taxonomy.

country [ city ] [ state ]

B expression
definition (LocATION |
abbreviation
ABBREVIATION

DESCRIPTION

NUMERIC

currency
animal date money
percent
distance size

Figure 3.2: Answer type taxonomy [84]

In some cases, knowing the type of the question is not enough to find
answers to all possible questions. This is because of some questions, such
as, what questions are ambiguous in terms of what information is required
to answer the question [62]. In order to deal with this issue, some systems
extract something called a focus. This can be performed by extracting a
word or a sequence of words which indicates the main information that is

required to answer the user’s question [92][66]. For instance, the question
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“What is the highest building in Canada?” has the focus “highest building”.

Pattern matching rules based on the question type classification are used to

accomplish this process [102]. If both the question type and the focus are

known, then the system can more easily determine the type of answer

required [22].

Table 3.1: Questions classification and the expected answer type

Question type The expected type Example
of answer
Date Sem g WE I a
s F ol o8 2
(mtY : When) Time When did titanic sink?
“WU\PL@_}J@.\A@
sl ' Which city has minimum
(Ay: Which) Location temperature?
L Sl o3 A8 Ul Ll pud 130
(1mA*A: Why) Reason Why don’t we have enough rain this
year?
¢ <. )
) N YoM osR) B e
(mn : Who) Person, Organization Who is the president of
Tunisia?
s saaidll &lll.l‘}{}” &a..,\:ljc_llaiﬂeuk_ﬁ:&
N Process S, 1Y)
(kyf: How) PAS) Y
How is the president of USA elected?
. Locat i N
(Ayn: Where) ocation Where is Kingston located?
os
(km: How much, Numeric expressions e oL .
How many) g \.u_, < el e »
How many buildings on this street?
Lo ) ¢ Ll daale 8 L
City L . .
(mA: What) What is the capital of Libya?
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3.1.1.2 Query Reformulation

After identifying the “question focus” and “question type”, the next step is
to extract a list of keywords from the remaining of the question to be passed
to the Document Retrieval component in the Passage Retrieval module.
Standard techniques such as NER, stop-word lists, and PoS taggers are
applied to perform this process [22][78]. Each word is reduced to its
morphological root using a rule-based stemmer or by looking up the
morphological root in a machine readable dictionary [93]. The extracted
keywords are sorted by their priorities, in the case of too many keywords are
obtained from the query, then only the first N words are sent to the next
stage [78].

Query Expansion

One of the important issues here is that most of the time users pose their
questions using words which do not, necessary appear in the target
documents. In fact, if documents contain the correct answer that does not
include the whole or a part of the question keywords, they will not appear
among the candidate passages, and as a result, the Answer Processing
module will not be able to return a correct answer [7]. Therefore, in order to
overcome such a problem, a Query Expansion (QE) process can be
performed [8][4]. QE is one of the NLP techniques which can improve the
quality of the IR component by expanding the list of keywords used to
retrieve candidate passages. Expanding the user’s question keywords will
help to generate new keywords that may exist in the target documents and
not exist in the original query. The process of QE is classically performed
on the basis of morphological relations. For example, if the user’s question
includes the keyword 44 =« (mErfpl, knowledge), the QE component can
extend this keyword by providing its other morphological forms such as, the

sound masculine plural o8~ (EArfwn, they know), the present masculine
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verb <=~ (EArf, knows), the feminine subject 4 \= (ArEfa, knower), and
so on [6]. Query expansion in Arabic QA system can be improved by
utilizing semantic web resources such as ontologies [103]. The most widely
used general Arabic ontology is Arabic WordNet (AWN). Arabic WordNet
offers alternate ways to expand a user input query by incorporating AWN in
QA system, a more advanced QE process can be achieved depending on
semantic relations between question keywords and document keywords [8].
Thus, additional semantically equivalent keywords can be added to the user
query. For instance, if the system finds the keyword &k (Tryq: a way) in
the question posed by the user, in addition to expanding it to include more
morphological forms like: 3% (Trg: broken plural of Tryq) or <k
(TrgAt: other broken plural of Tryq), it also can be expanded at the semantic
level to have other keywords like e (mmr : path) or _lws (mMSAr :
trajectory) and so on, since they are similar in meaning with respect to the
original keyword [4]. Few studies show that AWN can be used in Arabic
QA system especially in QE to expand the user’s query keywords, and
subsequently enhance the passage retrieval task. Finally, the output of the
former steps is a set of query terms those are ready to be passed from the
Question Processing module to the Passage Retrieval module, which uses

them to perform the IR process.

3.1.2 Passage Retrieval Module

The Passage Retrieval module in QA systems is also commonly referred to
as Paragraph Indexing module [22][78]. This module is a core component of
the QA system, where the reformulated question is submitted to the IR
system, which in turn recognizes the documents that are estimated as
relevant to involve the expected answer [8]. After identifying relevant
documents, within the relevant documents, the module determines the

passages most likely to contain the answer to the user query and retrieves
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them. The overall function of this module is to process the documents in
order to retrieve a ranked list of relevant passages with the highest
probability of containing the correct answer [22]. In order to do so, the
Passage Retrieval module usually consists of three components: document

retrieval, passage retrieval and passage ordering.

3.1.2.1 Document Retrieval

Generally, an IR system is used to retrieve documents and passages from a
collection of document corpora. In the case of open domain QA, the system
usually leverages an SE such as Google or Yahoo [78]. The task of the IR
system in this phase is not to give the accurate answer to the user’s question,
but to identify and then retrieve a set of documents that contain the most
representative words in the submitted question [18][22]. One of the most
common techniques used in information retrieval to identify the documents
relevant to the user’s query is to create an inverted index of the knowledge
base. By using an inverted index, we can find out what documents in the
knowledge base contain a particular keyword in the user query. For
example, if the user’s question is :fJsall Gut) 2 (= (Who is the president
of Somalia?), the documents appearing in the inverted index of the words
“oun)” (president) and “Jws<l” (Somalia), will be considered as relevant
documents. The accuracy in recognizing the relevant documents is very
crucial, as it will affect the performance of the passage retrieval phase and

the answer extraction process.

3.1.2.2 Passage Retrieval

The main purpose of the passage retrieval or passage filtering is to decrease
the number of candidate documents, and to decrease the amount of
candidate text from each document. Since the number of retrieved
documents by the IR system tends to be very large, these documents are

generally filtered by Passage Retrieval component to exclude paragraphs
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that do not contain all the keywords of the query submitted by the user. The
notion of passage retrieval is based on the principle that the most relevant
documents should include the question keywords in a few adjacent
passages, instead of scattered over the whole document [22][57][78]. Most
of the passage retrieval techniques in the field of QA rely on this concept. In
other words, a passage is considered more relevant if it contains a higher
number of keywords with minimal distance between them [107]. The
reasons behind shortening documents into passages in this step before
processing them further in detail are: to make the QA system faster by
processing less content since the response time of a system is very
important, and to ensure that not a huge number of paragraphs are passed on
to the next module [22].

3.1.2.3 Passage Ordering

After filtering out the passages returned by the IR that don’t contain
potential answers, the next important stage is the passage ordering stage,
which sorts the extracted paragraphs to obtain a set of ranked passages
according to a plausibility degree of containing the right answer. One of the
approaches used for passage ordering is a pattern based approach. In this
approach, a number of patterns for candidate answer sentences are used. The
patterns are developed depending on the structure of the question and the
possible answer type we expect to see in the answer. The passage containing
these patterns and the entities of the right type is considered more relevant
[103][66]. For example, if we have question,® Ll deale & W (What is the
capital of Libya?), the candidate passages should contain sentences like,
[f] & Ll Aaale (The capital of Libya is [City]).
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3.1.3 Answer Processing Module

As the final module in the architecture of QA system, the Answer
Processing module which is responsible for identifying and extracting
answers from the set of ranked paragraphs provided by the Passage
Retrieval module [22][78].The Answer Processing phase consists of three

major tasks are described as the followings.

3.1.3.1 Answer ldentification

Taking in consideration the question type determined during the question
processing process and the expected type of answer, the Answer
Identification component tries to identify the candidate answers within the
passages retrieved by the passage retrieval module. Since the answer type is
not explicit in the question or the answer, parsing techniques such as NER
are commonly used. Also, PoS tagger could be used in order to recognize
the answer candidates within identified paragraphs [78][22]. After parsing
the retrieved passages to recognize named entities (e.g. names of persons,
organizations, dates etc.), the answer types returned by the parser are
compared to the expected answer types derived in the question processing
module. The outcome of this process is a set of candidate answers that could

be ranked according to some algorithms [103].

3.1.3.2 Answer Extraction

The function of Answer Extraction component is to extract the answer by
choosing only the word or phrase that answers the submitted query. After
the recognition of the answer candidates performed by previous stage, a set
of heuristics is applied in order to extract the correct answer from the
answer candidates. Some of these heuristics can be defined based on
number of keywords matched, distance between keywords, answer type
match or other features [62][22][ 78].
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3.1.3.3 Answer Validation

Before the answer is presented to the user, the answer validation step aims
to validate the answer by assigning a score of confidence in the correctness
of the answer. Given a question, a candidate answer and a support text, the
answer validation determines if the specified answer is correct and
supported or not [78][22][115]. The answer validation confidence score
could be increased in a several ways. One way is to use a lexical resource to

validate that a candidate response was of the correct answer type [78][22].

3.1.3.4 Answer Presentation

Finally, the system presents the answer to the user. Different QA systems
use different approaches to present the answers. Some systems present a list
of several ranked answers based on the appearance of the correct answer in
the list. Some other systems are designed to choose and present only a
single answer (the most likely answer) [78]. While other systems return
URL links to provide users with some contextual information for the

answers [124].

3.2 Classification of Question Answering Systems

There are different types of QA systems in the literature. In spite of the fact
that most of these systems share general pipeline architecture, they vary
from each other according to various dimensions. Next sections provide a

brief description of different categories of Arabic QA system.

3.2.1 Domain Coverage Criteria

Based on the domains covered by them, QA systems can be classified into
two categories: Closed-domain and Open-domain. Closed-domain QA
systems deal with questions under a particular domain (for instance,
business, law, medicine). The answers for user’s questions are searched
within documents usually written by experts in the domain. Therefore, the

quality of answers is expected to be high compared to the open-domain QA.
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However, such QA systems are unable to give answers to questions out of
the domain. The level of the user’s satisfaction usually depends on their
domain knowledge [89]. AQAS (Mohammed et al., 1993) [90], is a
restricted domain Arabic QA system. Open-domain QA systems treat with
questions about nearly everything. This type of QA relies on world
knowledge and general ontologies for generating answers to the user’s
questions. Users do not need to have specific domain knowledge when
using open-domain QA systems to formulate their queries. On the other
hand, these systems deal with a large collection of data which would make
the control of the quality of content not an easy task. Accordingly, the
quality of generated answers is low [103]. The Arabic QA systems such as,
ArabiQA (Benajiba et al., 2007) [28], QASAL (Brini, 2009) [32], and
AQUASYS (Bekhti and Al-Harbi, 2011) [27] are considered as Open-

domain QA systems.

3.2.2 Information Retrieval Approach Criteria

Different QA systems use different techniques to retrieve answers to the
questions posed by the users. These techniques can be classified into two
categories: statistical based approach and rule based approach. Statistical
based approach is used by what is called data-driven Question Answering
systems. These systems utilize large amount of data to apply statistical
techniques, such as probability of relevance and similarity computation, in
order to discover statistical relations between the questions and the
documents and then retrieve answers [103]. ArabiQA (Benajiba et al., 2007)
[28] is an example of statistical based QA. On the other hand, rule based
QA systems focus on question analysis to determine expected answers.
Predefined patterns are built for questions and answers. Identifying
candidate passages is performed on the basis of matching of the predefined
patterns. This can be done by applying information retrieval techniques and
performing syntactic and semantic parsing for matching passages to extract
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answers to the given question. This approach does not require large training
data, but building patterns for a natural language is a difficult task [89].
AQUASYS (Bekhti and Al-Harbi, 2011) [27] and QASAL (Brini, 2009)
[32] are both rule based systems.

3.2.3 Language Supported Criteria

Based on language paradigm, QA system can be either monolingual or
multilingual. In the Monolingual QA, the user’s question, resource
documents and system’s answer are expressed in only one language. The
documents are processed in language of the user’s question without
performing any type of language translation. Whilst, in multilingual QA
systems, the user’s question and resource documents are processed in
different languages. In such systems, the user’s question is translated into
the languages of resource documents, the documents containing the
expected answer are retrieved, then finally, the answer is returned to the
user in the corresponding language. Different language processing
techniques and translation tools are required to achieve the task. The
accuracy of these tools is very crucial to avoid the risk of loss of concepts
when translating questions because languages are usually different in
lexical, syntax and rules. However, these multilingual QA systems are
beneficial as information dispersed in different languages can be combined
to get more knowledge [81] [89] [103]. An example of an Arabic
monolingual QA is ArabiQA (Benajiba et al., 2007) [28].

3.3 Question Answering Systems Evaluation

Performance evaluation is a key to scientific progress. Evaluation of QA
systems is a challenging task. It involves a large amount of manual effort.
However, it is very important for QA systems to improve their performance

[54]. Evaluation in English and other Latin-based languages have been
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receiving more interest than Arabic regarding question answering systems

evaluation [109].

3.3.1 Question Answering Systems Evaluation Metrics

Using the appropriate evaluation metrics is necessary to help researchers to
assess and compare the systems to measure the performances of different
approaches. There are many evaluation metrics used in the area of QA. The
following metrics are the most commonly used metrics in Arabic QA [109]:
Accuracy is used to evaluate the QA system performance in terms of its
ability to retrieve relevant items and ignore irrelevant ones. It is calculated
by dividing the number of relevant items retrieved plus the number of not
relevant items that are not retrieved by the number of all items [109]. Table
3.2 presents the relationship between relevance and retrieval in the

contingency matrix.
tp +tn
tp+fpttn+fn

Accuracy : Acc =

(3.1)

Where:

tp: True Positives

tn: True Negatives
fp: False Positives

fn: False Negatives

Table 3.2: Information Retrieval contingency table

Retrieved Not Retrieved
Relevant true positives false negative
Not Relevant false positives true negative

Precision is defined as the number of relevant documents that are retrieved
divided by the number of all retrieved documents.
tp
tp +fp

Precision : P =

(3.2)

35




Recall is defined as the number of relevant documents that are retrieved
divided by the number of all relevant documents that exist in target
collection.

tp

Recall: R =
tp+ fn

(3.3)

F-measure is another metric was introduced in TREC evaluations. It
is defined as a weighted harmonic mean of precision and recall. It trades off
between precision and recall by using them together to provide a single
measurement for a system. F-measure is computed by using the following

equation.

2
F — measure: F = % (3.4)
2PR

where £ is a parameter indicating the importance of recall (R) and precision
(P). The value of B controls the trade-off. When the value of recall and

precision are equally important, 8 is assigned 1 [103].

Mean Reciprocal Rank (MRR) is another popular metric to measure
the performance of QA systems. It was introduced in TREC 2001 QA track.
It is a fractional number between 0 and 1 that indicates how many times the
QA system ranks the correct answer as first. MRR is calculated based on
two assumptions. First, the availability of a test-set of questions that are
manually labelled with correct answers. Second, the system is designed to

return a short ranked list of answers or passages that contain answers [66].
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For example, if the system was designed to produce 5 possible
answers to each question, then each question is scored according to
the reciprocal of the rank of the first correct answer. For example, if the
first correct answer of a question is in the third place, then the reciprocal
rank value is 1/3. If the correct answer appears in the fourth place, then the
reciprocal rank value will be 1/4. If the correct answer is the first one, then
the reciprocal rank is 1/1 = 1. If there is no answer in the returned five
answers, then the reciprocal rank value will be zero. MRR is the mean of all
the questions’ reciprocal rank values. The formula to calculate MRR of a

QA system over n questions is defined as:

n

MRR = lz ! (3.6)

n Zarank(i)
=1

MRR is more realistic for QA systems as it gives partial credit for

answering a question correctly, but at lower rank.

3.3.2 Question Answering Evaluation Forums

For the performance evaluation of QA systems, there are a number of
standard forums, available to support evaluating different information
retrieval systems by testing them against a large text of data. Text REtrieval
Conference (TREC) and, Conference and Labs of the Evaluation Forum
(CLEF), both are widely accepted forums by the communities of QA
researchers [103]. Text REtrieval Conference (TREC) is one of the annual
conferences that established by the National Institute of Standards and
Technology (NIST)%in 1992 in order to support research within the

information retrieval community and to encourage the cooperation and

1htt[g://trec:.nist.gov/

37


http://trec.nist.gov/

technology transfer between different information retrieval research groups
[119]. The track of QA began in 1999 with TREC-8. The first several
editions of the track focused on factoid questions and systems were allowed
to return 5 ranked answer snippets to each question. After that, the track has
expanded both the type and difficulty of the questions asked. In 2002, the
confidence-weighted score was introduced and systems had to return only
one a single exact answer. The QA track of TREC-2003 included two tasks,
the main task and the passage task. In the main task, in addition to factoid
questions, list and definition questions are also considered. The passage task
was similar to earlier Question Answering tracks. The test-bed consisted of
a collection of documents (corpus of News articles) from different sources
and a set of 500 fact based questions. From 2007 onwards, the QA track
started to get step closer to IR rather than document retrieval by considering
questions over blog documents besides the traditional documents. For many
years, the QA track in TREC, has concentrated on the task of providing
answers for human questions, but did not focus on real users from online
community until 2015. In 2017, TREC started a new track called, LiveQA
track, which focuses on real time questions that directly come from real
users in real time. Subsequently, the task of QA became more realistic and
much challenging [305]. The Conference and Labs of the Evaluation Forum
(CLEF) is another evaluation forum that was launched in 2000. Its objective
is to promote research in the field of cross-language systems. Since 2011,
CLEF started Question Answering for Machine Reading Evaluation
(QA4AMRE). The QA4MRE task focuses on taking a single document and a
set of questions as input and returning an exact answer as output. Questions

are in the form of multiple choices and only one answer is correct [100].
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Chapter Summary

In this chapter, we discussed the most common pipeline architecture that
most of the QA systems share. The general architecture description is
followed by a brief description of different categories of QA systems, the
appropriate evaluation metrics that used by the QA community researchers
to assess and compare their work as well as the standard QA evaluation

forums that are available to support evaluating different systems.
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Chapter 4
Arabic Challenges and Used Tools

This chapter is divided to two sections: The first section explains the
importance of Arabic and how it differs from Indo-European languages. The
significant challenges faced by researchers to build many natural language
processing applications in general and QA specifically are discussed. The
second section presents the main tools which have been used in this

research.

4.1 Arabic Language Challenges

Arabic is a member of the Semitic languages family and the 6th most
important language in the world with more than 250 million speakers.
Moreover, Arabic is also used as a religious language by 1.5 billion
Muslims around the world to perform their daily prayers regardless of their
origin [12]. The modern form of Arabic is called Modern Standard Arabic
(MSA) [108]. MSA is the official language of the Arab World, a region of
22 countries, and also the primary written language of the media and
academic institutions. Arabic differs from Indo-European languages both
syntactically and morphologically. The particularities of the Arabic
language and the high level of complexity of its morphology and syntax,
add extra complexities and challenges to the task of building a sophisticated
Arabic QA system in comparison to other languages [61][49][46][29]. In

fact, Arabic presents significant challenges to many natural language

40



processing (NLP) applications in general and to QA specifically. In

the following sub sections, some of these challenges are outlined.

4.1.1 Arabic Script

One of the key linguistic properties of the Arabic language that poses
a challenge to the natural language processing is the Arabic script
itself. The Arabic language has its own script, a right-to-left connected
script that uses 28 basic letters (25 consonants and 3 long vowels).
The shape of the character changes based on its location in the word
(beginning, middle, end and separate). For example, the letter (cxe)
“’ohin” has an initial shape (—¢), a median shape (——), a final
connecting shape (&) , and a final non-connecting shape (¢). Most of
the Arabic script letters are connected to other letters with few
exceptional non-connective or right-connective letters. Fifteen of the
twenty-eight Arabic letters contain dots to differentiate them from
other letters. Figure 4.1 shows a sample of Arabic text.

There are other letters (or letter forms), namely different forms of
hamza, often used in place of others due to varying orthographic
conventions or common spelling and typing mistakes. These include
[125][56]:

- “s” (ya) and “s ” Yeh (alefmagsoura).

- “” (ha) and “®” (ta marbouta)

-« (alef), “ (alefmaad), “7” (alef with hamza above), and “/”” (alef
with hamza below ).

€2 €6 <9

- “¢”(hamza), “3” (hamza on w), and “is” (hamza on ya).
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Figure 4.1: Sample of Arabic text

This complexity of the Arabic orthography can confuse IR system. In
these days, most of the existing NLP tools are developed for Latin
languages and Arabic NLP researchers usually use some of these

available tools in their works, but these tools are not completely
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suitable for the Arabic text, which represents many different
difficulties to build Arabic QA [46].

4.1.2 Morphology

Morphology is one of the challenges facing developers in natural
language processing (NLP). The morphology of any natural language
Is the linguistic system that governs how the words of this language
are built. According to [24], “morphology refers to the branch of
linguistics that deals with words, their internal structure, and how they
are formed”. Due to its highly derivational and inflectional
morphology, Arabic has a very rich and complex morphology which
is called templatic or “root and pattern” morphology [82].
Derivational morphology concerns how words are formed and
inflectional morphology concerns how words interact with the syntax
[107]. Arabic is derivational because it is based on a root system to
generate its words. Most of the nouns and verbs in Arabic are derived
from a reduced number of roots (constant letters). Most of these roots
consist of only 3 letters and few of them have four or five consonants.
The derivations of words are formed by adding to each root one or
more of the affixes (infix, prefix, and suffix) depending on around 120
patterns [69]. Table 4.1 shows an example of how three-grams root
word “lk” “Talba” (he requested) can be reformed to produce many
words. Derivations in Arabic are usually templatic, thus we can say
that: Lemma = Root + Pattern. The affixes can be added before,
inside, or after a root, to generate more meaningful words [65]. Figure

4.2 shows an example of that.
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Root:

Pattern:

PN

Lemma: (existent) s> J s’ (connected)
Figure 4.2: Example of Arabic derivation [46]

Arabic is also an inflectional language that takes the form of Word =
prefix (es) + lemma + suffix (es). The prefixes can be articles, conjunctions
or prepositions and the suffixes are objects or personal/possessive anaphora
[29]. In Arabic, one word could replace a whole sentence in another
language. For example, as shown in figure 4.3, the five-word sentence “and
they will eat it” can be expressed in one word in Arabic “lsiSbud” which
consist of, the stem “JSk” (i.e. eat), the prefix “u4” (i.e., and will), the suffix
“0s” (i.e. sound plural masculine pronoun) and the pronoun “W” (i.e.
singular object pronoun). These rich morphological features make the task
of question analysis and query reformulation in Arabic QA much harder
than other language [77].

4.1.3 Capitalization

Unlike English and other Latin-based languages, capitalization is not used
in Arabic. Capital letters are very important to facilitate identifying proper
names, acronyms, and abbreviations when it is supported in the objective
language. Unfortunately, it is not the case for Arabic. For example, the

Arabic word “<i 3 “ (Ashraf ) could be used in a sentence as a given name
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( proper name ), a verb (supervised), or a superlative (the most honorable)
[88][46]. Therefore, getting high performance in the task of named entity
recognition is one of the obstacles that the Arabic QA faces [106].

Table 4.1: Examples of how the root “—lk “Talba” can be reformed in Arabic [65]

Arabic word | Prefix| Infix | Suffix | Stem| Root English Translation
Gl J \ s @l |l Students (dual, masculine)
Cpllall J | O Gl b Students (dual, feminine)
Sl J [ ol R S Students (dual, masculine)
il J [ o N Students (dual, feminine)
Ul J | GO |k Students (plural, masculine)
EXRER] J | X Al |k Students (plural, feminine)
) J [ Al |l Student (Singular, masculine)
PIA] J [ s Al |l Student (Singular, feminine)
ey ] <l | <l | He requests (present tense,
singular, masculine)
alks < il | <l | She requests (present tense,
singular, feminine)
4.1.4 Broken Plural
The Arabic concept of “plural” is different from the English one. In

English, a plural noun can refer to two or more of something. In Arabic,

however, a plural noun refers to three or more of something. The plural in

Arabic comes in two forms, the sound plural and the broken plural (BP).

The formation of BP is more complex and often irregular. As an example,

the plural form of the noun rjl (d>, "man™) is rjal (J=_, "men"), which is

formed by inserting the infix alf (!). But, the plural form of the noun ktAb
(<US, "book™) is ktb (S, "books™), which is formed by deleting the infix alf
(). Thus, it is difficult to deal with Arabic BPs and reduce them to their
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associated singulars because no obvious rules exist, and there are no

standard stemming algorithms that can process them [55].

PP
s
/

AN

s Oy BL o B

— |

(and they will ecat 1t)

Figure 4.3: Example of Arabic Inflection [46]

4.1.5 Optional Short Vowels

Avrabic script is characterized by diacritical marks (short vowels). By adding
diacritics to words, the same word or phrase with different diacritics or with
no diacritics can express different meanings [2]. Using diacritics can
improve clarifying the context of a sentence or a paragraph [71]. However,
in MSA, the diacritics are usually not written in a normal text like
newspapers or a scientific book, whether in printed documents or digitized
format. They are written only in some cases where the vowel marker is
needed or in specialized contexts, such as children’s books, dictionaries, and
the Qur’an’. The omission of such diacritics in non-vocalized text also adds

a lot of ambiguities to QA and IR applications due to the fact that an Arabic

'The holy book of Islam
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word or a sentence represents different meanings with different diacritics
[67]. For instance, the absence of diacritics in the phrase " 4wl & Al 5ll (i<
", makes the phrase take at least two meanings, the first is: the books of a
boy are in the school, and the second is: the boy wrote in the school.
Likewise, the word ( = ) without vowels can mean the proper name (Ali)
or the preposition (on). On the other hand, the word & and ,—<< might look
similar to the eye, but to the computer, they do not match [43]. This level of
ambiguity and vagueness presents a big challenge to Arabic QA and
negatively affects the task of passages retrieval in the Answer Processing
module when retrieving documents, passages and answers respectively
especially for open domain Arabic QA systems that extract answers from

the WWW where the content is rarely diacritized.

4.2 Used Tools

Different language processing resources and tools are required to achieve
the task of answer selection. However, most of the existing NLP tools are
developed for Latin languages. Arabic NLP researchers usually use some of
these available tools in their works, but many of these tools are not
completely suitable for Arabic. This is due to that languages are usually
different in lexical, syntax and rules [46]. Several tools have been used in

this research. Next sections present some of those tools.

4.2.1 Arabic WordNet (AWN)

Independently of the concerned language, WordNet (WN) is a large lexical
database designed for use under program control [84]. Nouns, verbs,
adjectives, and adverbs are grouped into sets of synonyms called synsets. A
synset is a set of synonyms in a language that represent a single concept.
Each word is represented by listing the word forms that can be used to

express it. The synsets are interlinked by semantic relations such as,
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hyponymy, meronymy, antonymy...etc. The relations link between concepts
not between words [77]. The first WN was built for the English language
named Princeton WordNet (PWN). It includes most English nouns, verbs,
adjectives and adverbs covering over 117,000 concepts (synsets) and over
150,000 English words [93]. WN is also mapped to SUMO? ontology.
SUMO (Suggested Upper Merged Ontology) is a large formal public
ontology used for research in linguistics applications and reasoning. It was
created by merging publicly available domain ontologies into a one
comprehensive structure. SUMO provides definitions for general terms and
acts as a foundation for more specific domain ontologies. It contains about
1000 terms and 4000 definitional statements. SUMO is the only formal
ontology that has been mapped to all of WNs. Figure 4.4 shows the
mapping between SUMO and WNs [43].

‘Arabic SUMO English
WordNet Entity WordNet
.\...:““‘.-" '. )hyS l ca l,
@, (P, Ph);5|CQ!‘, Abstract’ lcmporo:al

Eequivaleut 6 b] ect Pro CéSS E

gsub suming; : g

/\. § subsumin :

ol . Beverage tea

Figure 4.4: SUMO mapping to WordNet [43]

? http://www.ontologyportal.org
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Arabic Word Net (AWN) is a freely available tool used as a lexical database
for MSA. The first AWN was released in January of 2007. It is based on the
widely accepted PWN for English. The construction of AWN followed the
development process of English WN and Euro WN [32][79][46][43][55].
AWN is similar to its English counterpart WN in most of the aspects and the
relations. It focuses on common-class words: nouns, verbs, adjectives,
adverbs and adverbials. Each word can belong to one or several synsets. It
has 11269 sunsets, 23481 words and 22 link types. Moreover, there is a
direct mapping between word senses in AWN and those in PWN, enabling
translation to English on the lexical level [29][44]. Figure 4.5 shows the
Arabic WordNet browser interface. WordNet [53] is a very commonly used
resource for discovering semantic relations between two fragments of text
[51]. Few studies show that AWN can be used in Arabic QA system
especially in Query Expansion (QE) to expand posed queries, and
consecutively enhance passage retrieval task. The process of QE is
classically performed on the basis of morphological relations. For example,
if the user’s question includes the keyword 4 =« (mErfpl, knowledge) , the
QE component can extend this keyword by providing its other
morphological forms such as , the sound masculine plural o= (EArfwn,
they know), the present masculine verb <~ (EArf, knows), the feminine
subject 44 _\= (ArEfa, knower), and so on [6]. WordNet offers alternate ways
to expand a user input query by incorporating WN in QA system, more
advanced QE process can be achieved depending on semantic relations
between question keywords and document keywords [8]. Thus, additional
semantically equivalent keywords can be added to the user query. For
instance, if the system finds the keyword &: b (Tryq: a way) in the question
posed by the user, in addition to expanding it to include more morphological
forms like: &k (Trg: broken plural of Tryq) or <@,k (TrgAt: another
broken plural of Tryq), it also will be expanded at the semantic level to have
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other keywords like << (mmr : path) or _ls (MSAr : trajectory) and so on,

since they are similar in meaning with respect to the original keyword [4].

In the task of textual entailment recognition (RTE), WordNet (WN) is one

of the main resources that have been used widely to measure the similarity
between the text (T) and the hypothesis (H) [34].
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Figure 4.5: Arabic WordNet browser interface

4.2.2 The Farasa Arabic NLP Toolkit

Farasa® [105] is a state of the art open source toolkit that consists of several

tools for Arabic text. Tools in Farasa were trained on the news that written

in Modern Standard Arabic. The toolkit has been developed by Qatar

3 http://qatsdemo.cloudapp.net/farasa/
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Computing Research Institute (QCRI)* and made available to the research

community. The Arabic NLP services offered by Farasa include:

4.2.2.1 Named Entity Recognition (NER)

NER is the task of identifying named entities, such as person names, places,
organizations, monetary values, etc. in a raw text and classifies them into
predefined categories. Due to the lack of capitalization and large knowledge
bases in Arabic, getting high performance in the task of named entity
recognition is one of the obstacles that Arabic researchers face. To address
the problem of named entity recognition, the author combined cross-lingual
features and knowledge bases from English using cross-lingual links. Three
different features were utilized which are: Cross-lingual capitalization,
Transliteration mining and DBpedia. For Arabic NER, the features led to

improvements over a strong baseline system on a standard dataset [42].

4.2.2.2 Tokenization

The purpose of tokenization is to separate the text into single words
(tokens). Farasa toolkit involves an Arabic segmenter that uses different
features and lexicons in order to rank the possible segmentations of a word.
The features are: prefixes, suffixes and their combination, underlying stem
templates, likelihood of stems and presence in lexicons containing valid
stems and named entities. The developers reported that the tokenizer
outperforms some of the state of the art Arabic segmenters in terms of

accuracy and efficiency [9].

4.2.2.3 Dependency parsing
Dependency parsing is the task of mapping a sentence to a dependency tree.
The output of the dependency parsing is a tree where words are vertices and

syntactic relations are dependency relations. Syntactic parsing aims to

* https://qcri.qa/our-research/arabic-language-technologies
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analyse sentences automatically, using the grammar rules in order to
construct representations of their syntactic structure. Parsing in Arabic is
non-trivial task due to its ambiguity. Therefore, the accuracy of dependency
parsing in Arabic tends to be lower than a parsing in other languages. The
authors developed their module based on randomized greedy algorithm that
jointly predicts the tokenization, part of speech tags and the dependency
parse. The algorithm greedily searches over a combination of parse trees
and lattices that encode alternative morphological and POS analyses. It
makes local modifications to part of speech tags and dependency trees
iteratively [123].

4.2.2.4 Part of speech tagging (POS)

Part Of Speech (POS) tagger is natural language processing tool that used to
assign a syntactic role for each word in a sentence depending on the way the
word is used. Therefore, each word is determined and tagged as noun, verb,
adjective, etc. Farasa part of speech tagger is designed to find the best tag
for each clitic produced by the tokenizer in addition to determine the gender
and number for each noun and adjective. A feature vector is built for each
possible tag for each clitic. These vectors are fed to SVMRank to learn
feature weights and then to assign a possible tag to each token. Table 4.2

shows the Part Of Speech tags of Farasa.
Table 4.2: Part Of Speech tags of Farasa [105].

POS Description POS Description

ADV adverb ADJ adjective

CONIJ conjunction DET determiner

NOUN noun NSUFF noun suffix

NUM number PART particles

PREP preposition PRON pronoun

PUNC punctuation v verb

ABBREV  abbreviation CASE alef of tanween fatha

FOREIGN non-Arabic as well as FUT PART future particle “s” pre-
non-MSA words fix and “sw{”
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4.2.3 MADA+TOKAN Toolkit

MADA+TOKAN [59] is a freely available toolkit that provides one solution
to different problems for Arabic NLP applications. It consists of two
components. MADA and Tokan. MADA is a morphological analysis and
disambiguation system for Arabic text. Given raw text, MADA tries to
generate as much linguistic information as possible about each token in the
input text. It applies support vector machine models and makes use of
nineteen distinct, weighted morphological features in order to predict the
best analysis that matches the current context. Table 4.3 presents the
features used in MADA. TOKAN [58] is a general tokenizer for Arabic that
takes the analysis produced by MADA as input to and generates a
segmentation formatted to user specifications as output. The MADA system
along with TOKAN utility provides an excellent toolkit for many Arabic
natural language processing applications. Applications include stemming,

diacritization, morphological disambiguation, POS tagging, glossing and

lemmatization.

Feature AKA | Description Predicted With
pos POS | Part-of-Speech (e.g., N, AJ, V. PRO, etc.) SVM
conj CNJ | Presence of a conjunction (w+ or f+) SVM
part PRT | Presence of a particle clitic (b+, k+, I+) SVM
clitic PRO | Presence of a pronominal clitic (object or possessive) SVM

art DET | Presence of definite article (Al+) SVM
gen GEN | Gender (FEM or MASC) SVM
num NUM | Number (SG, DU, PL) SVM
per PER | Person (1,2,3) SVM
voice VOX | Voice (PASS or ACT) SVM
aspect ASP | Aspect (CV, IV, PV) SVM
mood MOD | Mood (L S. 7. ST) SVM
def NUN | Presence of nunation (DEF or INDEF) SVM
1dafa CON | Construct state (POSS or NOPOSS) SVM
case CAS | Case (ACC, GEN, NOM) SVM
unigramlex Lexeme predicted by a unigram model of lexemes N-gram
unigramdiac Diacritic form predicted by a unigram model of diacritic forms N-gram
ngramlex Lexeme predicted by an N-gram model of lexemes N-gram
isdefault Boolean: Whether the analysis a default BAMA output Deterministic
spellmatch Boolean: Whether the diacritic form 1s a valid spelling match Deterministic

Table 4.3: Features used in MADA [59].
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4.2.4 ISRI Root Stemmer

Stemming a computational process used for to reducing words to their
stems. A stem of a word is the part left after the affixes (prefixes, infixes
and suffixes) have been removed. Information Science Research Institute’s
(ISRI) stemmer is an Arabic root stemmer developed by Taghva et al. [114].
Although, ISRI shares multiple features with the well know stemmer,
Khoja stemmer [72] , however does not utilize a root dictionary for
stemming. The lack of dictionary makes ISRI stemmer more capable to
stem rare and new words, but on the other hand the extracted roots in some
cases could be incorrect and useless for further tasks [45]. Stemming
proceeds in the following steps:

1- Remove diacritics representing vowels.

2-Normalize the Hamza (s) which appears in several distinct forms in
combination with various letters to one form “”.

3- Remove length three and length two prefixes respectively.

¢ (13

4- Remove connector “s” if it precedes a word beginning with “”.

2 el
z ”

5- Normalize « ), 1, 1, to
6- Return the stem if less than or equal to three.

7- Consider four cases depending on the length of the word.

Chapter Summary

In this chapter, we discussed the particularities of the Arabic language and
the high level of complexity of its morphology and syntax. First, the
significant challenges faced by researchers to build Arabic NLP applications
were outlined. After that, we pinpointed the resources and tools are used to

achieve our work.
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Chapter 5

Features Engineering

Machine learning approaches are used by many researchers and different
learning methods were applied to solve the problem of textual entailment
since the introduction of the challenge, in RTE-1[94]. To solve the problem
of recognizing the entailment between the text and the hypothesis, we
modeled the textual entailment problem as a classification problem. This
approach is considered more effective in case of the availability of training
dataset [13]. Instead of using thresholds established by human experts, we
utilized training data that were annotated in a way a classifier can read.
Support Vector Machine (SVM) is known to achieve high performance and
it proved to be very effective for a variety of natural language processing
applications [87], and the most effective classifier in machine learning for
classification tasks [13]. Therefore, in order to train and test our model for
text entailment recognition, we used Support Vector Machine algorithm.
SVM is a relatively new machine learning technique first presented by
Vapnik [118]. Given a set of binary labeled training data, SVM algorithm
maps the training data into a feature space of higher dimension, and seeks
for the best hyperplane that separates all data points of one class from those
of the other class, then optimizes that hyperplane for generalization. The
best hyperplane for an SVM means the one with the largest margin between
the two classes. The goal of SVM is to minimize the expectation of the
output of sample error. Multiple variants of SVMs have been developed, we

use a linear kernel SVM due to its popularity and high performance in
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classification problems in natural language processing applications
compared to other kernels, especially when the number of features is high

[13][110].
d
Let S= {(x',y')}i:l be a set of training data, where x eR is a feature

vector and y € {-1,1} are the class labels of x; If the corresponding label is

+1, the x; is called a positive instance; otherwise, it is a negative instance.
The idea of SVM is to maximize the margin between the positive and
negative instances. Margin is defined as the distance between the
hyperplane and the training samples that are most close to the hyperplane.
The support vectors (SV) are the data points that are closest to the
separating hyperplane. These points are on the boundary of the slab and the
hyperplane lies exactly in the middle of these support vectors. Figure 5.1
shows the maximum margins in SVM classification with its support vectors.
All hyperplanes in R? are parameterized by the weight vector (w) and the
bias (b) which will be computed by SVM in the training process. The

separator is defined as the set of points for which:

wix +b=0

wix +5>0 ify=1

w'x +b<0 ify=-1 (5.1)

Our aim is to find such a hyperplane  f(x) = sign (w'x +b), x:test data,
that correctly classify our data. The distance from the hyperplane to a vector

x; is formulated as:

r=————— (5.2)
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Since our goal to maximize the margin, the decision boundary can be found

by solving the following constrained optimization problem [39]:
Minimize % |lw]|?

subjectto yi(w'x;+b)>1 forall (x; y;), i=1..n (5.3)

Figure 5.1: Maximum margins in SVM classification.

In case of the set of the training data points are not linearly separable; the
optimization problem cannot be solved. To deal with such case, soft margin
SVM allows some data points to be mislabeled while still maximizing the
margin. Slack variable &; , is added, which will allow for noisy and outlying
data points to violate the margins. Then the optimization problem can be

solved as follows:
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n
Minimize % wTw + Cz ";i
i=1

subjectto y (W'x +b)21-€ , £20,i=1..n (5.4)

where C is a parameter to be tuned during training. & > 1, X; is not on the

correct side of the separating plane [39].

5.1 Used Features:

We use Support Vector Machine (SVM) to train our classifier and build the
model file based on the selected feature sets. Each sentence (T) is paired
with the corresponding hypothesis (H) to represent T-H pair. During the
training stage, each T-H pair is represented by a feature vector ( f,.., f) as
input to the algorithm to induce the trained classifier. Then the classifier,
during the classification stage, examines the features of unseen T-H pairs in
order to classify them as entailed or not entailed pairs. Selecting appropriate
features that give better results is the most significant part in machine
learning. We combine three different sets of features that include syntactic,
lexical and semantic features. The selected features are detailed in next

sections.

58



5.1.1 Syntactic Features

The meaning of a sentence can be expressed with different word structures
by different speakers. This means that two text pieces might have different
lexical structure, but they have exactly the same meaning. When it comes to
textual entailment recognition, that two semantically equivalence sentences
with different lexical structure might not considered as entailed pair.
Therefore, involving syntactic features is very important to deal with the
issue of textual entailment. Syntax is “the study of the principles and
processes by which sentences are constructed in particular languages” [38].
Given the importance of syntax in entailment recognition, syntax based
methods are widely used in textual entailment recognition systems
specifically in English [60][97][111][120]. Syntactic information in RTE
has been used in several ways. Some of methods used shallow parsing
approaches. POS tagger is used to assign a syntactic role for each token in
the sentence in order to determine whether a word is a noun, verb, etc.,
while other methods utilized full syntactic analysis techniques to measure

the similarity between two sentences.

5.1.1.1 Syntactic Parsing

Syntactic parsing aims to analyse sentences automatically, using the
grammar rules in order to construct representations of their syntactic
structure. One of the representations has been proposed by researchers to

achieve this goal is dependency structure grammar.

5.1.1.2 Dependency Parsing

Since the meaning of a text fragment is not only based on the meaning of its
words but also on the relations between these words, one of the important
steps to recognize the entailment relation between two sentences is to

consider the connections between the words in the sentences. In order to
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investigate the syntactic similarity between the Text (T) and the Hypothesis
(H), we transformed both T and H from natural language sentences into
syntactic graphs using Arabic syntactic parser. Farasa text processing toolkit

for Arabic text! is used to achieve the task.

The output of the dependency parsing is a tree where words are vertices and
syntactic relations are dependency relations. Figure 5.2 shows the
dependency-parsing graph of the sentence (T oxdkell sba 2363 3 &8 5Y) o LS i
L 8 4 0 Many epidemics threaten the lives of millions in Africa) as an example.
Table 5.1 shows types of dependency relations between the words in the

above sentence after processed by the Arabic parser.

MOD MOD
|
Mob ‘ oBJ ‘ ‘
! |
sBJ oB) MOD IDF oB)

abe¥l el 2agr Bl ool (a8 Liags

NOUN NOUN PREP NOUN

v NOUN PREP NOUN

Figure 5.2: The dependency-parsing graph of the sentence (*° 4is¥/ (o _piSl/ juliii
Ly 31 A Bl sha 2267 7 Many epidemics threaten the lives of millions in
Africa)

We can see that the above graph contains several kinds of dependency
parsing relation, such as subject-verb relation SBJ (LaS), daw) (Alkvyr:
many, tnt$r: spread) and object-verb relation OBJ (23, 3Ls) (thdd: threaten,
HyAp: life).

! http://qatsdemo.cloudapp.net/farasa/

60



Table 5.1: The dependency relations between words of the sentence ("~ _niii
Ly 81 8 cpdlall sl 2y 1 44 Y/ e 38 Many epidemics threaten the lives of
millions in Africa)

Dependency HEAD ID FORM ID
Relation

- 0 A 1
SBJ 1 sl 2
MOD 1 e 3
OoBJ 3 a5V 4
MOD 1 S 5
MOD 5 3¢5 6
oBJ 6 sl 7
IDF 7 Crkall 8
MOD 7 & 9
oBJ 9 Ly 8 10

5.1.1.3 Selected Syntactic Features

Syntactic relations are different in their importance in entailment
recognition [37]. In our system, we try to use the most important syntactic
features that could give us a better indication for the textual entailment
recognition. Four syntactic features were used, the features are: Subject —
Verb, Object — Verb, Subject — Subject, Object — Object.

A) Subject-Verb

This feature bases on the common subjects and the verbs between each T-H
pair that have the SBJ relation. It calculates the ratio of the count of matched
subjects and verbs (that tagged by the parser as SBJ through the dependency
relation identification) between each text (T) and the corresponding
hypothesis (H) to the count of subjects and verbs in hypothesis (H). The
feature is defined as follows:
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number of matched SBJs between H and T

B] (T,H) =
SBJ (T, H) Total number of SBJ in H

(5.5)

B) Object-Verb

Object-Verb feature is concerned with the shared verbs and objects between
each text and its hypothesis that have OBJ relation. The feature is calculated
as the ratio of the count of shared objects and verbs (that tagged by the
parser as OBJ through the dependency relation identification) between each
text (T) and the corresponding hypothesis (H) to the count of subjects and

verbs in hypothesis (H). The feature is defined as follows:

0BJ (T, H) = number of matched OBJs between H and T c 6
J (T H) = Total number of OBJ in H (5-6)

C) Subject-Subject
This feature bases on the calculation of the ratio of the common subjects
matched between the text (T) and the hypothesis (H) to the number of

subjects in the hypothesis. The feature is computed as follows:

number of shared subjects between H and T

Subject match = (5.7)

total number of subjects in H

D) Object-Object
The feature is defined as the ratio of the matched objects between each
hypothesis (H) and the supporting text (T) to the number of objects in the

hypothesis (H). The feature is calculated as follows:

# of shared objects between H and T
total number of objects in H

Objects match = (5.8)

62



5.1.2 Semantic Features

Six semantic features are used; three of them are Lexical Semantic features
namely: Synonymy, Hyponym and Hypernym matching. The others are Semantic
Similarity features, namely, WuP, Path and LCH metrics.

5.1.2.1 Lexical Semantic Features

During the process of lexical matching between the text and the hypothesis,
there may be some words in the text (T) do not appear in the hypothesis (H).
In order to discover the semantic relation between H-T pairs, we utilized
Arabic WordNet (AWN) [31]. In Arabic WordNet, nouns, verbs, adjectives,
and adverbs are grouped into sets of synonyms called synsets. A synset is a
set of synonyms in a language that represent a single concept. Each word is
represented by listing the word forms that can be used to express it. The
synsets are interlinked by semantic relations such as, hyponymy,
meronymy, antonymy...etc. The relations link between concepts not
between words [77]. We utilize three types of matching, synonymy,
hyponymy, hypernymy. A synonym is “a word or phrase that means exactly
or nearly the same as another word or phrase in the same language”z. For
example, a car is an auto. In linguistics, hyponyms and hypernym show the
relationship between a generic term (hypernym) and a specific instance of it
(hyponym). A hyponym shares a type-of relationship with its hypernym.
Hyponym is a word with a more specific meaning than a general term. For
example, car is a hyponym of vehicle. Hypernym is a word with a broader
meaning than a specific term®. For example, vehicle is a hypernym of car.
Figure 5.3 shows an example of the relationship between hyponyms and
hypernym.

? https://en.wikipedia.org/wiki/Synonym
* https://en.wikipedia.org/wiki/Hyponymy_and_hypernymy
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https://en.wikipedia.org/wiki/Linguistics

O Is a hypernym of > I
HywAn Asd
“Animal’ < Is a hyponym of | “Lion”
o Is a hypernym of > e
Iwn AxDr
“Colour” < Is a hyponym of | “Green”
s Is a hypernym of > B
fAkhh mwzh
“Fruit” < isa hyponym of | ‘Banana’

Figure 5.3: An example of the relationship between hyponyms and hypernym

A) Synonymy Matching

The lexical unit T entails the lexical unit H if they can be synonyms
according to WordNet or if there is a relation of similarity between them
[63]. All the nouns, verbs and adjectives from that are non stop-words are
checked for synonyms. The following example shows the semantic

entailment between some words in the Text and the Hypothesis:

Text

Os8m Gall aae a1 3 ¢ Ly 8 e laia¥) Jaad) 5 dalal) daall Jlae A sladill Juady
Ol gl 430 1l pa¥1 e D ) Sl (V) a6 il i Ly i1

L il (e o alladl (8 50N (i e s O 58 9an

Thanks to the activists in public-health and social-justice in Africa,
growing numbers of people around the world know that sub-Saharan
Africa is the epicenter of many diseases: three-quarters of AIDS deaths

worldwide have been in Africa...
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Hypothesis
Lo (8 el Sl 2365 (A B 51 a LIS s

Many epidemics threaten the lives of millions in Africa

AWN has a synset: “Uaesbs ” (wbA'" epidemic, mrD: lllness) which
contains the two words as a synonyms, therefore, the two words are
considered as entailed words. Synonymy matching feature calculates the
overlap between the words in the hypothesis (H) that match  words
synonyms in the corresponding text (T) based on AWN. The measure is

defined by the following equation:

# of common synonyms between H and T
total number of words in H

SynMatch = (5.9)

B) Hyponym and Hypernym Matching

A token A entails a token B if there is a path from one synset of A to one
synset of B with hyponymy and / or entailment relations between
intermediate synsets [63]. For nouns, B is a hypernym of A if every A is a
(kind of) B and B is a hyponym of A if every B is a (kind of) A. For verbs, a
verb B is a hypernym of a verb A if the activity A is a (kind of) B. Next
examples show the hypernym entailment between the Text and the
Hypothesis:

Text
) @l 5l el 4l g Al e g 55 ol Jamy sl ey o S0 s S
Every person commits an offence or carries any kind of weapons will face

charges for the possession of that weapon.

Hypothesis

CL B 3l Glalgd) 4a) s L Sy uadd )
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Anyone who carries a gun will face charges of possessing a weapon.

According to the AWN hierarchy, the word “cs2” (msds: Gun) is a kind of
the word “z3w” (silAH: Weapon). This means that “«x” (msds: Gun) is a
hyponym (subtype) of “z>w” (silAH: Weapon). The following example
shows the hypernym entailment between the Text and the Hypothesis:

Text
sLadl (e agaani's Ldlaual (s a3 QO
Dogs guard their owners and protect them from strangers.

Hypothesis
Leslaaly aigs lia Y

Dogs really care about their owners

By considering AWN hierarchy, the verb “xal” (Ahtm: To care) is a
hypernym (super_type) of the verb “us_~” (Hrs: To guard). This means that
the words “»~1” (Ahtm: To care) and verb “us~” (Hrs: To guard) are
entailed words. To calculate the features, each word in the Text (T) -
Hypothesis (H) pair is checked for hyponyms and hypernyms. Hyponymy
and hypernym matching feature is based on the overlap between number of
hypothesis words that are hyponyms and hypernyms of other words in the
text and the total number of the hypothesis words. The feature is defined by

the following equation:

# of hyponyms / hypernyms between Hand T

hyponyms/hypernyms Match = (5.10)

total number of words in H
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5.1.2.2 Semantic Similarity Features

There are several semantic similarity measures that have been developed
with the purpose of quantifying how much two concepts are alike [34].
These similarity measures are based on the word to word similarity metrics
[35]. They used to compute the similarity between two words at the
semantic level, without taking their respective contexts into consideration
[121]. A lexical data base such as WordNet is used to calculate the semantic
similarity between a text (T) and a hypothesis (H). Semantic similarity
metrics cannot be calculated for all parts of speech in the sentence since
some of these metrics depend on the calculation of the information content
values for the word sense, or some parts of speech do not appear in
WordNet, such as proper nouns [11]. These metrics are particularly limited
to verb-verb and noun-noun pairs since adjectives and adverbs are not
classified into is-a hierarchy in WordNet [101]. Semantic similarity
measures are classified into four categories: Information content-based
measures, Path-based measures, Feature-based measures and Hybrid
measures [112].

In English, there are many semantic similarity measures that have been
used to calculate the similarity between the T- H pairs based on WordNet.
However, very limited studies have been concerned with investigating the
impacts of these measures on Arabic [91]. We utilize AWN to apply Path-
based measures in order to measure the relatedness between the words in the
T-H pairs and calculate the similarity between them as a result. The
following semantic similarity metrics that we use in our work are based on

path lengths between a pair of concepts in AWN:

A) WuP
Wu & Palmer (WuP) is a semantic measure was presented by Wu & Palmer

[121]. WUP calculates the similarity between two words by considering the
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length between two given synsets S; and S, in the WordNet taxonomy as
well as the distance between the LCS (least common subsumer) and the root
of the taxonomy in which the synsets reside. WUP Similarity is defined as

follows:

2 x depth(LCS (S1,S2))
depth(S;) + depth(S,)

SImWUP (Sy,S;) = (5.11)

where S; and S,: are the synsets to which the words being compared belong.
LCS (S4, S,): is the least common subsumer of S; and S,.depth(S,): is the
shortest distance from root node to a node S; on the taxonomy.
depth(LCS(S;, S,)) is the length between LCS of S, and S, and the root of

taxonomy.

B) Path

Path is a simple semantic measure that uses the path length distance to
measure the similarity between two concepts in WordNet. The distance
between concepts is computed by counting the nodes (sunsets) in the path
[34]. Path measure is equal to the inverse of the shortest path length between
two synsets in WordNet [101]. Path Similarity is defined as follows:

1

SimPath (5, 52) = distnode(S1,S;)

(5.12)
Where distnode(S1,S;): is the distance between synset S; and synset S,
using node counting.

C) LCH
Leacock & Chodorow (LCH) is a path-based metric was presented by

Leacock & Chodorow [80]. In order to measure the similarity, LCH finds
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the length between S;and S, and maximum depth of the taxonomy in which

S;and S, are located. LCH similarity is calculated as follows:

161’1(51, Sz)

SimLCH (51,53) = —log ( D

)y (5.13)

where D : is the maximum depth of S; in the taxonomy (considering only
nouns and verbs) and len: is the length of the shortest path between the two

synsets.

5.1.3 Lexical Features

Seven lexical features are considered, three of them are N-gram overlap
features namely, Unigram, Bigram and Trigram matching. The remaining
features are: Longest Common Subsequence (LCS), Named Entity
matching, Cosine similarity and POS matching.

5.1.3.1 N-gram Overlap Features

N-gram overlap is one of basic ways of recognizing the entailment relation
between any kinds of text fragments. It can be measured by the counting the
number of words they share. In our system, we calculate the percentage of
N-gram word overlap between the supports text (T) and the corresponding
hypothesis (H). The idea behind this heuristic is that the more shared words
between the text (T) and the hypothesis (H), the more likely that H entails T,
and vice versa.

Three N-gram features are adopted in our system: Unigram matching
feature that measures the percentage of words of hypothesis (H) in the text
(T); Bigram matching feature which calculates the percentage of bigrams
(pairs of adjacent words) of hypothesis (H) in the text (T); and Trigram
matching feature that compute the percentage of the trigrams of hypothesis

(H) present in the text (T). All functional words are already eliminated
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during the stemming process in the keyword identification phase. Therefore

only non-stop-words are considered for matching.

A) Unigram Matching
Each Text-Hypothesis pair is checked to calculate the number of the similar
words appear in both of them. Next example shows the overlap between the

Hypothesis and the Text.

Text

peondl Ualadiad 5o (5ol pall Galiia¥l 83l ) I dgagal) 85 ma aal) Lo (e
Ll pluse (& Janill g olaall

One of the unknown causes of increasing global warming is our

abuse of water and interference in its pathways

Hypothesis
Lg)\)aj\ w\.\.\;Y\ BA\:\J' éj rrY ow cgfu.“ e\.\ﬁu\x‘

The abuse of water leads to increasing global warming

From the above example, the number of common unigrams between the text
(T) and the hypothesis (H) is two, which are: “cW” (mA": water) and “s)”
(AdY: leads to). This process calculates the ratio of the count of shared
unigrams between each text (T) and the corresponding hypothesis (H) to the
count of unigrams in hypothesis (H). In order to calculate the unigram

match we use the following equation:

_ number of shared unigrams between H and T

5.14
total number of unigrams in H ( )

B) Bigram Matching

The number of shared bigrams (pairs of adjacent words) between the
retrieved sentence (T) and the associated hypothesis (H) are calculated. The
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feature calculates the ratio of the count of shared bigrams between each text
(T) and the corresponding hypothesis (H) to the count of bigrams in
hypothesis (H). If we look at the same H-T pair below:

Text

g ol Ualadiead 58 (gl pall Gulgia¥) 3ok ) () A gall A jma uadl Sl (s
Ll sluse (& Janill g oLl

One of the unknown causes of increasing global warming is our

abuse of water and interference in its pathways

Hypothesis
Lg)\)aj\ w\.\.\;Y\ BA\:\J' E;\ (8% ow fvg-us\ e\.\ﬁu\x‘

The abuse of water leads to increasing global warming

We find that there is one bigram exist in both the Text and the Hypothesis,
which is “ell alasiu¥1” (AlAstxdAm Alsy': the poor use). The Bigram
matching is computed as follows:

number of shared bigrams between H and T
M = - _ (5.15)
total number of bigrams in H

C) Trigram Matching

Trigram match feature (triple of adjacent words) is similar to the unigram
and bigram features. Each text (T) and support hypothesis (H) pair is
checked to calculate the number of the trigrams words appeared in both of
them. From the same above example, we can extract one trigram shared
between the text (T) and the hypothesis (H) which is: “oslia¥) 33l 3 5 ) a1
(zyAdp AlAHtbAS: increasing of thermal retention). The following equation
is used to calculate the Trigram matching:
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TrM number of shared trigrams between H and T
T =

5.16
total number of trigrams in H ( )

5.1.3.2 Longest Common Subsequence (LCS)

Longest Common Subsequence (LCS) is one of the effective features to
compare the similarity of two sentences [104]. It measures the similarity
between a text (T) with length n and a hypothesis (H) with length m, by
searching in-sequence matches that reflect sentence level word order [74].
Formally, A string A = [ay, ay, ..., ay] is a subsequence of another string B =
[b1, by, ..., by], if there is a strict increasing sequence [iy, iy, ..., ix] of indices
of B such that for all j = 1, 2, ..., k, we have b;; = a;. Given T-H pair, the
longest common subsequence (LCS) of T and H is a common subsequence
with maximum length [83]. The idea behind that is the longer the LCS of
the Text-Hypothesis pair is, the more similar the text (T) and the hypothesis
(H) are [75]. The LCS feature is described as follows:

Len (MaxComSub (T, H))
Len (H)

LCS (T, H) = (5.17)

5.1.3.3 Named Entity Matching

Using Named-Entity (NE) as a feature is helpful to improve the entailment
recognition between any two sentences [23]. However, recognizing named
entities is harder in Arabic than other languages due to the lack of
capitalization and other challenges. Therefore, very few freely available
tools are available for Arabic named entity recognition (NER) [103]. The
recognition of named entities in our work is performed using FARASA
(QCRI) Arabic Language Technologies Tools & Demos [105]. Each Text-
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Hypothesis pair is searched to detect named entities. Named entities
appeared in Text and Hypothesis are compared. In case if there are entities
in the support text match the entities in the corresponding hypothesis, we
calculate the named entity feature as the ratio of the total number of
matched named entities in the both the text and the hypothesis to the
number of named entities in the hypothesis. The NEM feature is computed
as follows:

NE (T,H)

NEM (T, H) = NE ()

(5.18)

5.1.3.4 Cosine Similarity

Cosine similarity is one of the measures of similarity that widely used in
data mining and information retrieval to find the similarity between two
documents or sentences [52]. It is a vector based similarity measure that
measures the similarity between two n-dimensional vectors by computing
the cosine of the angle between these vectors. The lower the angle between
the two vectors is the more similar the two vectors are. In this research, we
calculate the cosine similarity between each hypothesis (H) and support text
(T) to measure how similar they are. Given the hypothesis vector H and the
text vector T, the cosine similarity between the T and H is calculated using

the dot product and magnitude as follows:

> Cxh)

n 2 n 2
z i=0 ti X . hi
i=0

Where, t; are the elements within the vector of a text and h; are the elements

Cosine (T,H) = (5.19)

within the vector of the hypothesis.
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5.1.3.5 POS Similarity

The parts of speech and named entities can give useful indication for
entailment recognition if they are given more attention [70]. Part Of Speech
(POS) tagger is natural language processing tool that used to assign a
syntactic role for each word in a sentence depending on the way the word is
being used. The freely available Arabic POS tagger MADA+TOKAN [59]
is used to classify words into their part-of-speech in both the text (T) and the
hypothesis (H). We only consider nouns, verbs. For all the considered parts
of speech detected by the POS tagger, each text (T) and corresponding
hypothesis (H) pair is checked to identify the commonly shared nouns,

verbs and adjectives appeared in both of them [115].

A) Noun Matching

Each hypothesis (H) and corresponding text (T) are checked to identify the
noun words that common between them. Then the feature is calculated as
the ratio of the count of shared nouns between the text (T) and the

hypothesis (H) to the count of nouns in the hypothesis (H).

POS_N(T, H) = number of matched nouns between H and T £ 20
SR total number of nouns in H (5.20)

B) Verb Matching

Each H-T pair is checked to identify the matched verb words between them.
The feature is computed as the ratio of the number of common verbs
between the hypothesis (H) and the supporting text (T) to the number of
verbs in the hypothesis (H).

POS_V(T, H) = number of shared verbs between H and T & 21
- total number of verbs in H .21
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Chapter Summary

In this chapter, we talked about textual entailment recognition problem and
how it can be considered as classification problem and solved by machine
learning. Thereafter, we provided a detailed discussion about various types
of features including lexical, semantic and syntactic features that we used to
solve the problem of recognizing the entailment between the text and the
hypothesis. Next chapter describes our approach to address the challenge of

answer selection in Arabic QA system.
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Chapter 6

System Description

In this chapter, we present our approach to address the challenge of answer
selection in Arabic QA system based on Textual Entailment (TE)
recognition. The approach consists of combining three feature sets to
evaluate whether one of the candidate answers can be inferred from the text
returned by the system. Our system is designed to utilize information on the
lexical, syntactic and semantic level in order to recognize the entailment
between the generated hypotheses (H) and the text (T). The core modules of
the system are outlined and each module of these modules consists of

number of submodules are also described in more details.

6.1 System Architecture

The core components of the system are three modules, Text Processing
module, Question and Answer Processing module and Textual Entailment
Recognition module. Each component of these modules consists of number
of submodules in order to fulfill its task. Each of those modules will be
described in the following sections. Our system architecture is inspired by
the architecture of the best performing English systems in QA4MRE

campaign [98]. The architecture of our system is presented in Figure 6.1.
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6.1.1 Text Processing Module

Different kinds of preprocessing are performed over the input text as

preparation step including tokenization, stop words removing, stemming

and normalization.

6.1.1.1Tokenization

In order to be further processed by next modules, the text is segmented into

sentences and each sentence is split into individual words (tokens).

Tokenization is usually based on the spaces between words or stop marks.

Text

Text Processing

v

Questions | ——pi Question Processing

Answers | |y

Question & Answer Processing

'

Hypothesis Generation

Tokenization

Stop Word Removal

Stemming

T

N

Normalization

Inverted
Index

Textual Entailment

N

A

Answer
Selection

SVM Syntactic

Lexical

Semantic <

Retrieved Sentences

Figure 6.1: The proposed system architecture

For example, the sentence:

 allall J g Adadl slaall alii e s il 4l (g1 aldl GliiaY) (e gl Aliall sl
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(Climate change resulting from global warming has a negative impact on

freshwater systems around the world)

After the process of tokenization is converted to the following list of tokens:

(Ll AL il e ulial) gl all b HE b e adasbiall A3l Jea Hlall),

6.1.1.2 Stop-words Removal

In order to improve the performance of matching process and produce
more accurate results in the sentences retrieval step, the stop words are
removed. Stop words are words that do not carry sense by themselves
and rarely add any value to a search. These include but are not limited
to the following: (Subjective pronouns: 3LV ¢lewl ) such as: « s
(hw: he), for singular masculine « & “ (hy: she) for singular feminine,
“La “ (hmA: they) for dual masculine and feminine , “  * (hm: they)
for plural masculine and “ ¢ “ (hn: they) for plural feminine. Relative
nouns: sasedl clw¥l) such as: “wd “ (Al*y: who) for singular
masculine “ “ (Alty: who) for singular feminine, “cBlll « (AlltAn:
who) for dual feminine , “o)A “ (All*An: who) for dual masculine ,
el “ (Al*yn: who) for plural masculine and 541/ S/ Sl <
(AllwAty/AllAty/AllA}y: who) for plural feminine.

6.1.1.3 Stemming

Stemming is a process for reducing each word in the sentence to its stem. A
stem of a word is the part left after the affixes (prefixes, infixes and
suffixes) have been removed. In our module, the text words and hypothesis
words are converted to their stems. As an example, the stem of the plural
word "<iS" (kth: books) is the singular noun "<US" (ktAb: book), which is
formed by deleting the infix alf (). Performing stemming increases the

retrieval effectiveness and improves the performance of matching process.
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6.1.1.4 Normalization

In Arabic, there are some letter forms often used in place of each other due
to varying orthographic conventions and common spelling and typing
mistakes. In order to enhance the research capabilities, our system performs
normalization by removing special marks on letters and transforming some

letters into a standard forms. These include:

- Replacing “s” (ya) with “s” (Yeh) (alefmagsoura).
- Replacing “ » ”” (ha) with “ 3 (ta marbouta)
- Replacing “ 1 7( (alefmaad), 1~ (alef with hamza above), and <!> (alef

with hamza below ) with “ ) ”(alef).

6.1.2 Question and Answer Processing Module
This module consists of two submodules: Question Processing and

Hypothesis Generation.

6.1.2.1 Question Processing

Interrogative Particles (IP) <3 2leiiu) are removed from each question.
Interrogative Particles are the words that usually come at the beginning of
the question. Such as: ” i’ (mtY:When),” ¢! “ (Ayn: Where), ” &< “ (mn:
Who), 7 ” (km: How ) ” W (mA: What), and ” & “(Ay: Which). An
answer template is added to each question to be replaced by each option of

the candidate answers in the next step. For example, the question:

Lna 1) il g ) cilabian Ay g3l Ao J guand) (pa L 85 alil) alaaiDU (g abai®y) concdd) 98 La
Ly B 3 a yall
What is the economic reason for the almost total lack of access to

ARV drugs for patients in Africa?
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is converted to:

B sl L )l il g ) Cilalizan 4930 Ao Jguand) (ya L 85 ALl a)an DU g 2LaBY) Gl
<lanswer> L, #i
The economic reason for the almost total lack of access to ARV

drugs for patients in Africa </answer>.

6.1.2.2 Hypothesis Generation

Now for each answer option, for a given question, a corresponding
hypothesis (H) is built by replacing each answer template with each answer
choice to form a hypothesis. For the above example, the following

hypotheses are generated for each of the candidate answers:

H 1:
(8 o pall Ama I il 5 il lalizae 4501 e J saanl (g Ly 55 Al alasiSU (galaBy) o)
< agial) lald) g il saliaal) ydleall il g3 > Ly
The economic reason for the almost total lack of access to ARV
drugs for patients in Africa <the availability of ARVs in wealthy

countries>

H 2:

(8 o pall Ama I il 5 il lalizan 4501 e J seandl (ya Ly 55 ALl alasiSU (galaBy) )
<y sV sl gl > Ly il

The economic reason for the almost total lack of access to ARV

drugs for patients in Africa < the high drug prices>

H_3:
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(8 o pall Aman I il 5 il Clalizae 4501 e J saandl (e Ly 55 Al alasiSU (galaBy) o)
<Ay @Y1 Cla sSall daa HIA ¢ gall e al) > Ly

The economic reason for the almost total lack of access to ARV
drugs for patients in Africa < the external debt cancellation for the
African governments>

H 4:

b mmpall Al s gyl laliae Ay ol e J gaandl (pa Ly 55 Ul alaniSU ala) Candl
<A a1 S i bl > Ly il

The economic reason for the almost total lack of access to ARV
drugs for patients in Africa < the profits of pharmaceutical
companies>

H_5:

8 o pall Ama I il 5 il Clalizan 451 e J seandl (e Ly 55 Al alaniD (galaBY) )

The economic reason for the almost total lack of access to ARV

drugs for patients in Africa < the lack of political plans>

6.1.2.3 Keywords Identification

After hypotheses generation, each hypothesis is stemmed using Arabic ISRI
(Information Science Research Institute) root stemmer and the stop words are
removed to identify the keywords. Then the hypothesis keywords are used
to search the inverted index to retrieve the most relevant sentences. For the
same above example, after we remove the stop words and stem the words,

we got the following results:

H 1.

Al ol dlima ydlie 55 R 8 oam e ey st ilime 3l Jgean i al5 alail dla] e

H 2:
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53l i1 8y i) i pe ey a5t 1alne 53] U emn 5 Al alanl Sl s

H_3:
Gl asSa 25l Al gl & i) m pe aa ) s s liae 53l Josean (5 Al aland] s s
H 4.

}J\\S)ﬁclg)\&)é\@bf@)w}):\éhwjd\d}mgﬁﬁeue‘M\Jbaﬁ\;.\,\u

H_5:

(o ot 35 aie B8 amje gn ) (e Bl 53l g 8 ol alaedl Sl s

6.1.2.4 Sentences Retrieval

After searching the hypothesis keywords against the inverted index, a set of
sentences are retrieved for each query. Each sentence from the top retrieved
sentences is defined as a Text (T) to be used for further processing with the

associated Hypothesis (H).

6.1.3 Textual Entailment Recognition module

In order to recognize the entailment, for each given question, each defined
Text (T) is paired with the corresponding generated Hypothesis (H). We
considered seventeen features (features have been described in details in
Chapter five.) to detect the entailment based on semantic, syntactic and

lexical information.

6.1.3.1 Semantic Entailment

The semantic entailment submodule is based on two types of features,

Semantic Similarity features and Lexical Semantic features.

6.1.3.1.1 Semantic Similarity Entailment
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Arabic WordNet (AWN) is utilized to calculate the semantic similarity
between each text (T) and hypothesis (H). We use three different Path-based
measures to calculate the similarity between the T- H pairs.

A) WuP

We use WuP measure [121] to calculate the similarity between each word in
the hypothesis (H) with all words in the text (T) using Arabic WordNet. The
calculation is based on the depth of the two senses in the taxonomy and the
distance of their LCS. The returned score denotes how these senses are
similar. The measure is defined by equation 5.11 in Chapter 5, Section
5.1.2.1.

B) Path
Each word in the Text-Hypothesis pair is checked to see if it belongs to
AWN. If we find them, we determine the similarity between the two words
according to the Path measure using equation 5.12 in Chapter 5, Section
5.1.2.2.

C) LCH

We utilize the measure Leacock & Chodorow (LCH) [80] to compute the
similarity between each Text-Hypothesis pair word senses through AWN.
The similarity calculated based on equation 5.13 in Chapter 5, Section
5.1.2.2.

6.1.3.1.2 Lexical Semantic Entailment
This submodule uses the Arabic WordNet (AWN) [31] relations to perform

a semantic matching between the Text and the Hypothesis. The approach is

based on three types of matching: synonymy, hyponymy, hypernym.

A) Synonymy Matching
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For each hypothesis and corresponding text, all the nouns, verbs and
adjectives that are not stop words are compared to find synonyms using
AWN. Synonymy matching feature calculates the overlap between the
synonym words in the hypothesis (H) that match in the corresponding text
based on AWN. The measure is defined by equation 5.9 in Chapter 5,
Section 5.1.2.1.

B) Hyponym and Hypernym Matching

Nouns and verbs in the Text (T) and the Hypothesis (H) pair are checked if
they are hyponyms or hypernyms. Hyponymy and hypernym matching
feature is based on the overlap between number of hypothesis words that are
hyponyms or hypernyms of other words in the text and the total number of
the hypothesis words. The measure is calculated according to Equation 5.10
in Chapter 5, Section 5.1.2.1.

6.1.3.2 Lexical Entailment

The lexical entailment submodule is based on seven features: Unigram
Match, Bigram Match, Trigram Match, Longest Common Subsequence
(LCS), Named Entity Matching, Cosine Similarity and POS feature. These
features have been described in more details in Section 5.1.3 of Chapter

five.

6.1.3.2.1 Unigram Match

Each Text-Hypothesis pair is checked to calculate the number of the similar
words appeared in both of them. This process calculates the ratio of the
count of shared unigrams between each text (T) and the corresponding
hypothesis (H) to the count of unigrams in hypothesis (H). The feature is
computed based Equation 5.14 in Chapter 5, Section 5.1.3.1.

6.1.3.2.2 Bigram Match
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Each Text-Hypothesis pair is checked to count the number of shared
bigrams between the text (T) and the associated hypothesis (H). This
process is computed based on Equation 5.15 in Chapter 5, Section 5.1.3.1.

6.1.3.2.3 Trigram Match

Each text (T) and support hypothesis (H) pair is checked to calculate the
number of the trigrams words appeared in both of them. The feature is
computed according to Equation 5.16 in Chapter 5, Section 5.1.3.1.

6.1.3.2.4 Longest Common Subsequence (LCYS)

The system measures the longest common subsequence between the text (T)
and the hypothesis (H) by searching the common subsequence with
maximum length. The LCS feature is described by Equation 5.17 in Chapter
5, Section 5.1.3.2.

6.1.3.2.5 Named Entity Matching

Each Text-Hypothesis pair is searched to detect named entities. Named
entities appeared in Text and Hypothesis is compared. In case if there are
entities in the support text match the entities in the corresponding
hypothesis, the system calculates the named entity feature as the ratio of the
total number of matched named entities in the both the text and the
hypothesis to the number of named entities in the hypothesis. The Named
Entity matching feature is defined by Equation 5.18 in Chapter 5, Section
5.1.3.3.

6.1.3.2.6 Cosine Similarity

Given the hypothesis vector H and the text vector T, the system calculates
the cosine similarity between the text (T) and the hypothesis (H) vectors
based on Equation 5.19 in Chapter 5, Section 5.1.3.4.

6.1.3.2.7 POS Similarity
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Each text (T) and corresponding hypothesis (H) pair is checked to identify
the common shared POS appeared in both of them. Then the feature is
calculated as the ratio of the number of shared POS between the text (T) and
the corresponding hypothesis (H) to the number of POS in the hypothesis
(H). The features are defined by Equations 5.20 and 5.21 in Chapter 5,
Section 5.1.3.5.

6.1.3.3 Syntactic Entailment

Four syntactic features are used to compare the dependency relations
between the text (T) and the hypothesis (H). The features are Subject —
Verb, Object — Verb, Subject — Subject, and Object — Object. The features

have been described in details in Section 5.1.1.2 of Chapter five.

6.1.3.3.1 Subject-Verb Matching (SBJ)

Subjects and verbs in the H are compared with subjects and verbs in the
corresponding T. If both the T and the H have the same subject and verb
words with SBJ relation, then a score is calculated based on the Equation
5.5 in Chapter 5, Section 5.1.1.3.

6.1.3.3.2 Object-Verb Matching (OBJ)

Objects and verbs in the H are compared with objects and verbs in the
corresponding T. If both the T and the H have the same object and verb
words with the OBJ relation, then a score is calculated as defined in
Equation 5.6 in Chapter 5, Section 5.1.1.3.

6.1.3.3.3 Subject-Subject Matching

Each hypothesis (H) and corresponding text (T) pair is checked to identify
common shared subjects presented in both of them. The feature is calculated
as in Equation 5.7 in Chapter 5, Section 5.1.1.3.

6.1.3.3.4 Object-Object Matching
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Each hypothesis (H) and corresponding text (T) pair is checked to identify
the common objects between them. The feature is computed as given in
Equation 5.8 in Chapter 5, Section 5.1.1.3.

6.1.4 Answer Selection

After TE module classifies the T-H pairs based on the trained model, the
entailment decision is checked. The negative (non-entailed) pairs are
ignored and the remaining pairs are ordered according to the scores obtained
from the classifier. As the ultimate goal of our system is to select the correct
answer and only one answer, for each question, the corresponding answer
option to the hypothesis that receives the highest score is selected as the

right answer.

Chapter Summary

In this chapter, we have introduced our approach to address the challenge of
answer selection in Arabic QA system. The system is designed to utilize
information on the lexical, syntactic and semantic level in order to recognize
the entailment between the generated hypotheses (H) and the text (T). We
presented the system architecture and the core modules of the system were
outlined. Each module of these modules consists of number of submodules
are also described in details. In the next chapter, we discuss the experiments
and the results of applying our approach of answer selection in Question

Answering system based on textual entailment recognition.
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Chapter 7

Experimental Results and Evaluation

This chapter presents the experiments and the results of applying our
approach of answer selection in Question Answering system based on
textual entailment recognition. We start with a detailed description of the
experimental settings, the datasets and the measures are used to evaluate the
textual entailment recognition module and the overall system performance
in answer selection task. Thereafter, the conducted experiments are

explained in detail and the results are reported and analysed.

7.1 Experimental Setup

The evaluations of our system were carried out using two different datasets
depending on the task being evaluated. The first dataset ArbTEDS® was
used for training and testing the TE module while the second one
QA4MRE? Arabic dataset is used to evaluate the overall system

performance in answer selection task.

7.1.1 TE Dataset

Experimenting with textual entailment recognition requires datasets
containing both positive and negative input T-H pairs. Unfortunately, there
are fewer resources for TE for Arabic than for other languages, and to the

best of our knowledge, the only TE dataset available for Arabic is

! http://www.cs.man.ac.uk/~ramsay/ArabicTE/
? http://nlp.uned.es/clef-qa/repository/qadmre.php

88



ArbTEDS. It was built by Alabbas and Ramsay [17]. The dataset contains
600 pairs of Text-Hypothesis. These pairs were randomly selected from
thousands of pairs collected from various subjects, such as sport, politics,
business and general news. These T-H pairs were gathered by a variant of
the headline:lead article technique that was used for building the first few
RTE task datasets [41]. The dataset was built automatically by writing
queries to Google and extracting text expressions that entail or do not entail
the query. Eight Arabic native speaker (experts and non-experts) volunteer
annotators were employed to annotate the different pairs as entailed or not
entailed pairs manually using an online annotation system [15]. Figure 7.1
shows one of ArbTEDS text-hypothesis pair that was annotated as non-

entailed pair.

Text:

O b3 sy all U_e I dey yoi Lologl Iyl é_“)‘}_,o;ﬂl g |

S oslas¥l Logygl o Byby bwy slosin Legad dilog gyl 4ilg>
oldxJ!l joixid gy gY Il o lxSY

Alr}ys Al>mryky bArAk >wbAmA yzwr bwlndA fy AlmrHlp Al>xyrp
mn jwlt h Al>wrwbyp w yltqgy fy hA b zEmA® wsT w Srqy >WrwbA
A1>EDA” fy AlAtHAd Al>wrwby

“US President Barack Obama visits Poland in the last phase of his European trip and he
will join leaders of Central and Eastern Europe nations that are members of the European

Union for fence-mending”

Hypothesis:
O ot o olbdds ]l dod=dd T de sy ya Lalogl g5y dl.

>wbAmA yzwr bwlndA 1 tEzyz AlEl1AgAt byn Albldyn

“President Obama visits Poland for fence-mending”

Judgement: NotEntails

Figure 7.1: Example of non-entailed text-hypothesis pair [15].
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Each pair was marked up by three annotators who agreed on its
entailment status. The pairs are marked as “Entails” if all three people who
annotated it agreed that T entailed H and “NotEntails" otherwise. The
corpus is balanced, with 300 Entails pairs and 300 NotEntails. Inter-
annotator agreement was 74% for cases where all annotators agreed [17].
Table 7.1 shows that the average rates on the cases where the three
annotators agree with at least one another annotator was 68%, which was

less than those in the case only three annotators agree which was 80% [15].

Table 7.1: ArbTEDS annotation rates [15]

Agreement YES NO
=3 agree 478 (80%) 122 (20%)
>3 agree 409 (68%) 191 (32%)

Statistical analysis of the dataset suggests that sentences length could be
one of the reasons behind that because people usually find long sentences
harder to understand than short ones, and as a result, they disagree about the
un-comprehended sentences more than about comprehended ones. Table 7.2

summarises the average annotation rates according to the text’s length [15].

Table 7.2: Sentences’ range annotation rates [15]

T’s #pairs #YES At least one
length disagree

<20 131 97 34
20-29 346 233 113
30-39 110 69 41

>39 13 10 3
Total 600 409 191
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The sentences were parsed using a combination of MADA [59] for
tagging and MSTParser [86] for parsing. This combination obtained 81%
labelled accuracy when tested on the Penn Arabic TreeBank. The parses are
recorded in CoNLL format [17]. Pairs are presented as first simple text
strings in Buckwalter transliteration [33], followed by a judgement
(Entail/NotEntails), followed by the CoNNL format analysis of each
sentence. Figure 7.2 presents the text-hypothesis pair shown in Figure 7.1 in
CoNNL format [17].

Text:
Premise (Parsed):
1 Alr}ys Alr}ys DET+NOUN DET+NOUN - 5
2 Al>mryky Al>mryky DET+ADJ DET+ADJ - 1
3 bArAk bArAk NOUN_ PROP NOUN PROP -

1
4 >WbAmMA >wbAmA NOUN_ PROP NOUN PROP -

3
5 YZWE YZWY Iv Iv = 0 ROOT
6 bwlndA bwlndA NOUN PROP NOUN PROP -

5
7 fy fy PREP PREP - 5 DEP
8 AlmrHlp AlmrHlp DET+NOUN DET+NOUN - 7
9 Al>xyrp Al>xyrp DET+ADJ DET+ADJ - 8 DEP
10 mn mn PREP PREP = 8 DEP
11 jwlt Jwlt NOUN NOUN = 10 OBJ
12 h h POSS PRON POSS PRON =

11
13 Al>wrwbyp Al>wrwbyp DET+ADJ DET+ADJ -

11
14 w w CONJ CONJ = 5 COORD
15 yltay vltqgy v v = 14 DEP
16 fy fy PREP PREP - 15 DEP
17 hA hA PRON PRON - 16 OBJ

= b PREP PREP =

15 DEP - -
19 zEmA”® zEmA” NOUN NOUN = 20 DEP
20 wsT wsT NOUN NOUN = 18 OBJ
21 w w CONJ CONJ = 20 COORD
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22 Srqy Srqy NOUN NOUN - 21 DEP

23 >WrwbA >WrwbA NOUN_PROP NOUN_PROP -
22
24 A1>EDA” Al1>EDA” DET+NOUN DET+NOUN - 20
25 fy fy PREP PREP - 15 DEP
26 AlAtHAd AlAtHAd DET+NOUN DET+NOUN - 25
27 Al>wrwby Al>wrwby DET+ADJ DET+ADJ - 26
Hypothesis
1 >WbAmMA >wbAmA NOUN_PROP NOUN_PROP -
2
2 YZWT VZWL v v = 0 ROOT
3 bwlndA bwlndA NOUN_PROP NOUN_PROP =
2
4 1 1 PREP PREP = 2 DEP
5 tEzyz tEzyz NOUN NOUN = 6 DEP
6 AlE1AgAt A1E1AgAt DET+NOUN DET+NOUN
7 byn byn NOUN NOUN = 8 DEP
8 Albldyn Albldyn DET+NOUN DET+NOUN - 2

Figure 7.2: Example of text-hypothesis pair in CoNNL format [17].

7.1.2 QAAMRE dataset

In order to measure the performance and the effectiveness of our approach,
the experiments have been conducted using QA4MRE (Question Answering
for Machine Reading Evaluation) task dataset. QA4MRE is a task that was
introduced for the multilingual QA track of CLEF for the first time in 2011.
It was designed to skip the answer generation and give more attention to
answer selection and validation subtasks over the IR based tasks of passage
retrieval. QA4MRE is used interchangeably with task of Answer Selection
and Validation [30]. In 2012 reading tests and questions were made
available in seven languages, namely: Arabic, Bulgarian, English, German,
Italian, Romanian, and Spanish. The task consisted of four topics: Music
and Society, Climate Change, AIDS and Alzheimer. Each topic had four
reading tests. Each reading test provided with one single document followed
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by 10 questions and a set of five choices per question. Table 7.3 presents the
distribution of question types in QAAMRE@CLEF 2012 [99]. The total set
included 16 test documents, 160 questions and 800 choices. There is one
and only one correct option for each question and the role of the system is to
select the most appropriate answer option. A sample of QA4MRE 2012
Arabic dataset is shown in Figure 7.3. The dataset is defined using the XML
tags as follows:

- “t 1d”: is the topic id.

- “t name”: is the topic title.

- “r_id”: is the unique id of the reading test.

- “doc”: is the test document against which the questions are being asked.

- “d_id”: is the id of the test document.

- “q_1id”: is the question id.

- “q_str”: is the question (UTF-8 encoded) string.

- “a_1d”: 1s the answer id.

Table 7.3: Distribution of question types in QA4AMRE [99].

Question Example Number of | Percentage
type guestions (%)
Causal What was the cause of event X? 36 22.50
Factoid where, when, who 36 22.50
Purpose what was the reason for doing X? 27 16.88
Method How did X do Y? 30 18.75
Which is true | What can a 14 year old girl do? 31 19.38

Total 160 100
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<?xml version="1.0" encoding="UTF-8"?>
<test-set>

- <topic t name="AIDS" t id="1">

- <reading-test r_id="1">

<doc d_id="1"> la jaaj; Leid 55 Leean st Lain (o sl ol Sy (n Al @iy olad G A il 3 ol (gaas
Gl o S 5 agd il g am sall O e S 5eY) Claalall Al (g Gmaiosall (g sean Aol a5 iy Al GRS (e clinda Lpanana s
aal ¥y Gl gy il il cplia¥) LS 1S (e 5 ) sabis A LSy ) Ui W sl 58 3 Bala (L 81 8 a1 (e WSay ) Gaaai Canaall
d.\sd‘}MLd\ daall JIAA@ Lk.uul\ M"\_\ﬂq&éa)ﬁu\)ﬁwﬁkﬂﬂuﬁ} c‘).\.\y\u_u;.:\_us.ufu\ u)a_\ uy\" 15.1.1.1) )SAJ "ol dlal ﬁJ:u
G4 dS 0 3 hase Ly a1 50 bl 1SSl Y1 e paall (s L i G 05 e ) aae 3a s (WS ) Jie Wiy 81 B elaial
2l eV sn alans o el Copny W S5 (R (sile 25 e SST) allall (8 sl ala (A L 8 (oo 5 e sl i (51 5o pllad)
m-JLus‘i\uﬁuiu\a;h_\;.\a w\mﬂluﬂmwd&j\u@al4uﬂ3wJMWuldwm}u&uM\@hu\}‘;M\w»
S Aaiall @bl e clubul) b..\Ag_u.kﬁ‘Lxs.t)S\ B8l Jgall (8 A8 Apaliatd] il Bastall LY ) Culla ¢ HaY) Hsela Ja Ledie calaniladll
..L‘,s;,‘)al‘f-«_pww Aatill olas aa ol )..:SY\ d;Ldl}A;L;}]\ 138 U casll g Y dgal gal acall 12 ZUaS Adall Axall dadail clS Laiy Cacalll
il 3.5 55 el 5 ¢ sriaall 130 i€ IS 1 (ol At Sl ) g anie g 510 (B s e Ay ga¥1 S L Aalall 2L Y1 5 3
w(‘.\_\g‘d\ Ol AW sae i ¥5.2007-2006 GALd BN JL}L: 0.6 d\mpk&ﬁu.\c; santiall LY Gl b (8 ganall *1\13«55‘)3 _Si Y e
u,uSuSJJ sJAJY\:LI‘)Md\)A‘\}!\ )A)M_XXJJ ‘).:SSJ\AL:_\ uaﬁ\‘sﬁ)my\@wuwwh)ug\ c‘u_-..d\ (ﬁJL!J\ J}a@;i)@uﬂ\quillc}AM
aal - adedll g danall o 48w Lo Cileaial 4 () uall deaa e (3855 48 Y1 5l aliea Jray (el 138 ) UAJY\L_;:.J;@»_JE.\AMUTJUA
M\e«oy\%@umb\.\ﬁ} ?L!J\GA‘)\}!}JJL\L« 15 JJJ&}MJ&Y‘MJL&AJ)@;&\ u);.\l\udad.: \.\\ )JAY\&S;LAS“L)I—&S
»Lmﬁ‘ug}¢uw\)udby\u}AJa)ﬁs&\J}ﬂ\d}.md.nl.s;,u\ujjﬂ\M\d}.\»ﬁ}é}ﬂ\dﬂ\u\.&abu\ej&.} DAY e Leaal n Jysal
&a:ud.i Baatiall k_iLlY)“ JLAAESYMLIJ—U‘AJ.\S)A} ‘JLAL‘ \Mdh.uy; L})AAA‘).\SJ‘ u_,.i.\” ;La.“ ua‘)\.a_: ¢daatidll g.\LN)l\ cu.uM}A]\ u.uu
JmY\uJ\ur_Lé}ul\ o )& alall &)MY\ M\,&\ k.l).ha\ sasiall LY Gl CJLAA@@ESQLMMMQ;mel Gle Sall Hlaly
%7‘;\%1004@95030‘})455\_:4_:\.‘4}1\deﬂsﬂm\a&h,m\y@\}uﬂJu\LAJ\AJSXJ‘PLMS\@WJL\;\U;‘)MJ‘MA.\LA\
smsll oy SIS0l ks 3 %69 L %28 che LS 8 cellilal ) el sl gl (5m mal) Jii ¥ann M gn <2003 ple 5 chligmnl
M\&u)u|m‘uumw\wu\uﬁ )MY\%@:\jA@&A\)CM\GA\}w@.\HmMu,q\.g_msuMADREO)SAMLAAJA.J}.\MLMGAJ‘
a}uun A sdhb‘whY\wuaﬂbMLa\i\c.uﬁd\}mhch| Wgwﬂ\tuulcw)ﬂ\@»ww;ﬂaj sa\)aﬂuhu‘}“
uA?g_\S.A.\G_J\ JY\M\JJJMS&AGSQAJ\ugJu)SJu\caM\GJGA_\MJb&‘}!\ﬂu.uﬂua‘)aﬂ\ medﬁ&bJﬁﬂ‘uu)&u\bﬂsu&
oy e Al o 05 ¢"Slen ol &N et dsall Jpengll Gayha o 138 (pellidal 5 gl pbads) </doc>

- <gg_id="1">
<q_str>
Ly 41 (B o yall A 1) il g ) cilalian 2y gaf le  puand] (L S L) alan iU (oL ) 38 e </q)_Str>
<answer a_id="1">4yl (lald) 8 (s 5 yuill Balaall 8l i) si</answer>
<answer a_id="2" correct="Yes">&: ¥ jleul ¢\&i jl</answer>
<answer a_id="3">4: 8Y) cla sSall da Jall ¢ sall clall</answer>
<answer a_id="4">453Y) < )& £ l</answer>
<answer a_id="5">4lws Jalad 355 g 22 </answer>

</gq>

Figure 7.3: Sample of QA4MRE Arabic data-set as XML format [99]
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file:///C:/Users/enakoaan/Desktop/Research/QA/TOOLS/QA4MRE-2012-AR_test/GoldStandard/Questions%20and%20texts.xml
file:///C:/Users/enakoaan/Desktop/Research/QA/TOOLS/QA4MRE-2012-AR_test/GoldStandard/Questions%20and%20texts.xml
file:///C:/Users/enakoaan/Desktop/Research/QA/TOOLS/QA4MRE-2012-AR_test/GoldStandard/Questions%20and%20texts.xml
file:///C:/Users/enakoaan/AppData/Local/Microsoft/Windows/Temporary%20Internet%20Files/Content.IE5/T44N020S/QA4MRE-2012-AR_GS%20(1).xml
file:///C:/Users/enakoaan/AppData/Local/Microsoft/Windows/Temporary%20Internet%20Files/Content.IE5/OBGIIJ8Q/QA4MRE-2012-EN_GS.xml

7.2.1 TE Evaluation Measures
There are three widely known evaluation metrics used in textual entailment
recognition in order to measure the performances of different approaches.

Namely: recall, precision, F-measure. These measures are defined as

follows:
.. tp
Precision: P = 7.1
tp+fp (7.1)
Recall: R = —7 (7.2)
ecall: = tp+fn .
where:

tp: True positives are the numbers of pairs that have correctly been
classified as positive textual entailment pairs.
fp: False positives are the numbers of pairs that have incorrectly been
classified as positive textual entailment pairs.
tn: True negatives are the numbers of pairs that have correctly been
classified as negative textual entailment pairs.
fn: False negatives are the numbers of pairs that have incorrectly been

classified as negative textual entailment pairs.

2
F —measure: F = ((1,8-:19% (7.3)
_,_ 2PR .
FP=1=p7% 74

where:
p is a parameter indicating importance of recall (R) and precision (P). The
value of g controls the trade-off between recall and precision. When the

importance of recall and precision are equal, £ is assigned to 1[103].
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7.2.2 Answer Selection Evaluation Measures

For our system to be comparable with other system's performance, we used
the same metric used by the QA4AMRE systems [100]. The measure is called
C@1. It gives a partial credit for systems that leave some questions
unanswered instead of answering them wrongly. C@1 is represented by the

following formula:
ce@1 =l(n +1, %) (7.5)
n\UR Ty '

where:
ng: is the number of correctly answered questions
n: is the number of questions

n,,. is the number of unanswered questions

To measure the system performance considering only the number of
correct answers, we used Accuracy measure. It is calculated by dividing the
number of relevant items retrieved plus the number of not relevant items

that are not retrieved by the number of all items [109].

tp+tn
tp+fp+tn+fn

Accuracy = (7.6)

Where:

tp: True positives
tn: True negatives
fp: False positives

fn: False negatives
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7.3 Experiments Results

This section reports the outcomes of the experimental testing that we
conducted to evaluate our methods. First, we discuss the results of applying
TE over ArbTEDS dataset utilizing our selected features. Then, an ablation
test to assess the contribution of our selected features and how they affect
the behavior of our TE module is presented and the results are discussed in
section 7.3.1.1. Second, the conducted experiments to evaluate the overall
performance of the proposed system using QA4MRE dataset are described
and discussed in detail. Thereafter, a comparison between the obtained
results with other Arabic systems results to highlight the effectiveness of the

chosen techniques is illustrated.

7.3.1 Textual Entailment results

The system is based on Support Vector Machine that utilizes information on
the lexical, syntactic and semantic level in order to recognize the entailment
between the generated hypotheses (H) and the retrieved text (T). Seventeen
features have been extracted from the T-H pairs, and then the feature vectors
are fed into the SVM. The classifier classifies the T-H pairs based on the
trained model. For each pair (T, H), where H is a hypothesis and T is the
corresponding text, we examine whether the TE module correctly predicts
the class of their entailment “Yes” or “No”. The input of the Textual
Entailment module is Text-Hypothesis pairs from ArbTEDS dataset and the
output is these pairs with “Yes” or “No” annotations.

In our experiments, we have used the Arabic dataset we mentioned in
section 7.1.1 for training and testing to evaluate the TE module. Given that
the size of our used dataset is small and to make sure that our model is more
generalizable, we divided the dataset into two sets where the size of the
training set is tribble the size of the test set. 150 T-H pairs of the dataset

were chosen in order to test the TE task performance and the remaining 450
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pairs used to perform 10-fold Cross Validation in order to estimate the
accuracy of our model when dealing with unseen data. We divided the
dataset into 10 groups and for each group; we take the group as test data and
the rest of the groups as training dataset. The average accuracy of each fold
in our model reached a score of 79.70% which is promising compared to
other Arabic systems using the same dataset. Now, we test our model on
the 150 unseen data and evaluate the results in terms of recall and precision.

Among the 150 test examples, the entailment predictions made by our
approach achieved a recall, precision and f-measure of 78.66%, 81.94% and
80.26% respectively, for “Yes” annotation. For “No” answers, the recall,
precision and f-measure were 82.66%, 79.48% and 81.03% respectively.
Our results for Textual Entailment recognition task are summarized in Table
1.4,

Table 7.4: Evaluation results for Textual Entailment recognition.

Entailment #of T-H # of the # of the Recall | Precision f-
class pairsin | entailments | pairs that measure
the given by entailed
dataset our module | correctly
by our
module
Yes 75 72 59 78.66 81.94 80.26
No 75 78 62 82.66 79.48 81.03
Total/Average 150 150 121 80.66 80.71 80.64

7.3.1.1 Ablations Test and Results

An ablation test typically refers to removing one module at a time
from a system, and then re-running the system with the other modules
to see how that affects performance. Therefore, in order to evaluate

the contribution of our individual feature sets on the dataset, we ran our
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systems in turn with each feature subset removed. Ablated features results

are shown in Table 7.5.

Table 7.5: Ablation results on the ArbTEDS dataset

Entailment .
Features ablated o Recall | Precision | f-measure
decision
Yes 78.66 81.94 80.26
All Features
No 82.66 79.48 81.03
Yes 61.22 59.12 60.15
N-grams
s o No 62.71 61.84 62.27
= 3
& & | Restof Yes 67.63 68.13 67.87
LL
Lexical No 66.97 67.34 67.15
) Yes 73.38 74.73 74.10
Syntactic
No 74.66 72.54 73.77
2 Semantic Yes 76.64 75.62 76.12
g % Similarity No 76.52 74.66 75.57
T -
g 8 Lexical Yes 77.62 78.64 78.12
8 | Semantic No 7798 | 76.32 77.14

Table 7.5 shows the performance of the TE module on ArbTEDS dataset
without different feature subsets each time. It is interesting to see that the
most valuable subset among the features is the lexical features. It can be set
alone a good baseline. When the N-gram features were excluded, the system
produced scores of 61.22%, 59.12% and 60.15% for recall, precision and f-
measure respectively in case of positive entailment decisions. For negative
entailment decisions, the system reached scores of 62.71%, 61.84% and
62.27% for recall, precision and f-measure respectively. The second most
useful features are: Longest Common Subsequence, Named Entity, Cosine

similarity and POS features. By removing these features, the system
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obtained about 67.63 % recall, 68.13% precision and 67.87% f-measure
respectively for “Yes” entailment decisions, while for “No” entailment
decisions, the results were 66.97% recall, 67.34% precision and 67.15% f-
measure respectively. Syntactic features had less impact on the module
performance with f-measure score of 74.10% for “Yes” entailment and f-
measure score of 73.77% For “No” answers. On the other hand, it is
surprising to see that the WordNet based features had very small effect on
the system’s recall and precision. When the Semantic Similarity features
were removed, the system’s recall and precision in both cases positive and
negative entailment decisions have been slightly dropped reaching a scores
of 76.12% and 75.57% of f-measure for “Yes” annotations and “No”
annotations respectively. Whilst, when we look at the Lexical Semantic
features ablation result, we notice that these features had almost no effect on
the module performance. In general, despite its wide coverage, AWN has
limited improvement on the TE module performance through the lexical
semantic features and semantic similarity features subsets compared to
lexical features and syntactic features. This is due to the following reasons:
First, these features based on word to word similarity metrics and they
calculate the similarity between words at the semantic level, without
considering their corresponding contexts. Second, AWN is more appropriate
for representing relations between concepts such as common nouns but less
for verbs. This is probably due to the fact that the relations between events
such as verbs are more complex and have more internal structure than nouns
and that the AWN's verb hierarchy is not as deep as that for nouns. Another
reason is nouns and verbs are grouped in separate hypernym hierarchies in
AWN, therefore calculating similarities between verbs and nouns is not

available.
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7.3.2 Answer Selection results

Since the objective of our system is to answer the input question by
selecting one answer from the five alternative answers, we have carried out
experiments in order to measure the quality of the proposed methods and
evaluate the overall system performance. The experiments were carried out
using QA4MRE dataset as described in Section 7.1.2, where the system was
required to give only one answer for each question. As we mentioned in
Section 7.2.2, for our system to be comparable with other system's
performance, the evaluation of the conducted experiments was measured
according to the same widely used metrics used by the QA4MRE track.
Namely, C@1 which is represented by Equation (7.5) and Accuracy which
is defined by Equation (7.6). It is worth mentioning here that our system
used only the Arabic dataset and did not utilize the background collection.
Table 7.6 gives statistics about the obtained results in terms of questions and
the overall accuracy and C@1 performance of our system.

Table 7.6: Obtained results and the overall accuracy and C@1 performance.

Discerption Numbers %
Total # of questions 160 100
# of answered questions 123 76.87
# of unanswered questions 37 23.13
# of correctly answered questions 84 52.50
# of incorrectly answered questions 39 24.38
Over all Accuracy 52.5
C@1 measure 64.64
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The overall performance of the proposed system reached an accuracy of
52.5%. The number of all answered questions represents more than 76% of
the questions of QA4MRE dataset. The system answered 123 out of 160
questions. From those, 84 correct answers, 39 incorrect answers and 37
unanswered resulting an C@21 score of 64.64. Figure 7.4 shows the

questions distribution according to their answers.

Answer Distibution

= Unanswered Questions m Correctly Answered Questions

Incorrectly Answered Questions =

Figure 7.4: The questions distribution according to their answers

To gain a deeper understanding of our system performance and how it
behaves with different type of questions, we evaluated the system with each
question type individually. The number of questions that were correctly
answered and those wrongly answered from each type of question as well as

the overall and detailed accuracy are illustrated in Table 7.7.

102



Table 7.7: Obtained results per question type and detailed accuracy

Question | Total # of | Percentage # of # of # of # of Accuracy
type guestions (%) answered | unanswered | correctly | incorrectly
guestions | questions | answered | answered
questions | questions
Factoid 36 22.50 33 3 29 4 80.55%
W-is-T 31 19.38 24 7 22 2 70.96%
Purpose 27 16.88 21 6 16 5 59.26%
Method 30 18.75 18 12 8 10 26.66%
Causal 36 22.50 27 9 9 18 25.00%
Total 160 100 123 37 84 39 52.50%

As we can notice from Table 7.7, the system performed the best on Factoid
questions where over 80% of this type of questions was correctly answered.
The second best score was achieved by the questions of type “Which is
true” reaching an accuracy of 70.96%. The reason for our approach to be
more effective in Factoid questions is that these questions are simple
questions. They usually ask about entities such as location, person name or
an organization and the answers are short sentences. These kinds of answers
can be searched easily since they do not require external knowledge and/or
complex inference. In contrast, the worst performance of our system was on
both Causal and Method questions with an average accuracy of about
26.00%. These types of questions were expected to have lower results than
other types since they tend to be more complex and ask about information

that needs better understanding and requires more inference.
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In regard to the system performance per topic, Table 7.8 lists the
distributions of the answered and unanswered questions along with detailed

and the overall C@1 results per topic.

Table 7.8: Detailed and overall C@1 evaluation measure per topic

Topic # of # of correctly # of Co1

guestions answered unanswered | measure
guestions guestions

Climate Change 40 27 10 84.38

AIDS 40 25 13 82.81

Alzheimer 40 18 7 52.88

Music and Society 40 14 7 41.13

Total 160 84 37 64.64

As can be noticed from the Table 7.8, the C@1on each topic varies
with “Climate Change” topic having the highest score at 84.38%, followed
by topic “AIDS” with C@]1 score of 82.81%. On the other hand, the
system’s C@1 score dropped when dealing with the other two topics’ texts
and questions “Alzheimer” and “Music and Society”. Figure 7.5 displays a
comparison between the four topics in terms of C@1 values.

In general, after further inspection we noticed that the system
performance decreases when dealing with the following situations:
First, domain specific concepts that need a specific background ontology.
For example, when the system deals with a question such as: ( kLl sala
Sl i A aaluy 3 g8 0 What is human activity that contributes to
climate change?), Arabic WordNet can succeed to expand the general words
such as «“ kL "(n$AT : activity) to the word “4i" (mhnp : profession) as
synonym and to the word ” 4&k5 “ ( wZyfp : job) as hypernym which share

the word “ = (mnSh: position) as synonym too. On the other hand, it
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could not expand domain specific word such as: “s s (el (AITAEwn
Aldmwy: Blood Plague). Second, questions are either complex questions
that need domain the background collections to be answered or inferences
questions that require composing several answers from different sentences
for example, the question: (s (sl pdie deas d3iso 38l o e & & s alis
—alsall xe WAl 58 Because of which television provider with headquarters in
New York did the author quarrel with her father?). Third, Questions with
English acronyms, for example the question: ( Y“ s (=il e malin
fGREET: What is the purpose of the GREET software?). The word
“GREET” is not understandable and cannot be processed by Arabic tools.
Fourth, questions do not begin with interrogative particles, for example the
question: (Jsls Al auldll ¢ e Lo Laa ) paic LSa3 Jdolle A gl € By the
19th century, what are the two controlling elements of the music world?.
Fifth, questions and sentences with translation errors. For example, the
question (s Bl A aalas 4w elw JUaeY) : Name an activity that
contributes to waste rainwater ?). Sixth, questions with negative terms such
as (“o=” (lys: not), “o¥” (In: won’t), ...etc.). For example, the question: ( !
fla g yiall elll deliddl (pali ugudy soaall Luw Gl JW e 1 Which of the

following is not a cause of HIV infection for married women?).

C@1l

100

80
60
40
m -
0

Climate Change AIDS Music and Society Alzheimer

Figure 7.5: Overall C@1 evaluation measure per topic
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7.3.2.1 Comparison with other systems

In order to highlight the effectiveness of the used approach, we compared
the results achieved by our method over the QA4MRE dataset with those
obtained by Arabic systems that participated in the same challenge. Figure

7.6 shows the comparison results.

0.7
0.6
g 05
S
E 0.4
qg 0.3
2 02
o | -
0
Trigui etal IDRAQ AIQASIM Our sys
Systems

M Acurracy C@1

Figure 7.6: Performance comparison of our system with other systems

The comparison in Figure 7.6 shows clearly that our system performs
significantly better than the Arabic systems that participated on QA4MRE

main task in in terms of accuracy and C@1measures.

Chapter summary

In this chapter, we provided a detailed discussion about the experiments and
the results of applying our approach of answer selection in Question
Answering system based on textual entailment recognition. We first
described the datasets and the measures were used to evaluate the TE

recognition module and the overall system performance in answer selection
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task. Then, we detailed the conducted experiments, reported and analysed
the obtained results. The obtained results show that our method helps
significantly to tackle the problem of Answer Selection in Arabic Question
Answering system. The size of dataset used in our experiments is relatively
small. This might affected both learning of our model and evaluation of its
performance. However, compared to other Arabic systems, the performance

of our module has achieved fairly well and the results are encouraging.
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Chapter 8

Conclusions and Future Work

8.1 Conclusion

In this dissertation, we have introduced a complete method to tackle the
problem of Answer Selection in Arabic Question Answering system. The
main objective of this work is to investigate the possibility of building an
Answer Selection model for QA system that performs better than the state-

of-the-art Arabic QA systems.

Answer selection is an important task for any QA system to perform.
After the answer generation task generates a list of candidate answers to the
input question, the answer selection component tries to select the best
answer choice from the candidate answers suggested by the system.
However, the selection process can be very challenging especially in Arabic

due its particularities.

To address this challenge in Arabic, we proposed an approach to answer
questions with multiple answer choices for Arabic. The approach based on
Textual Entailment (TE) recognition method. The basic idea is to evaluate
whether one of the candidate answers can be inferred from the text returned
by the system. In case of a candidate answer is entailed by the supporting

text, it then can be chosen as a correct answer.
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Our work is the first work in Arabic Question Answering that combines
three different sets of features that include lexical, semantic and syntactic
features in one approach to solve the problem of textual entailment
recognition in Arabic.

The developed approach employs Support Vector Machine that
considers lexical, semantic and syntactic features in order to recognize the
entailment between the generated hypotheses (H) and the text (T). Each
sentence (T) is paired with the corresponding hypothesis (H) to represent T-
H pair. Thereafter, features are extracted from the T-H pairs. These feature
vectors are fed into the trained classifier in the TE module. The TE module

classifies the T-H pairs based on the trained model.

In order to measure the performance and the effectiveness of the overall
system, a set of experiments have been conducted using the Arabic dataset
that provided by CLEF 2012 through the task of QA4MRE. The dataset was
designed to skip the answer generation and give more attention to answer
selection and validation subtasks over the IR based tasks. For performance
evaluation of the TE module, the experiments were carried out using the
Arabic dataset ArbTEDS that developed by Alabbas [15].

The evaluation results are satisfactory and encouraging considering the
particularities of the Arabic and the high level of its complexity. The
obtained results show that our method helps significantly to tackle the

problem of Answer Selection in Arabic Question Answering system.

In order to highlight the effectiveness of the used techniques we have
compared the results achieved by our method over the QA4AMRE dataset
with those obtained by Arabic systems that participated in the same
challenge. The comparison showed clearly that our system performs
significantly better than the Arabic systems that participated on QA4AMRE

main task in in terms of accuracy and C@1measures.
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8.2 Future work

There is a plenty of room for more investigation to enhance the results of
this work. During the development of this work, many issues, concerns and
interesting questions have been raised. Therefore, our research will not be
ended with the presentation of this dissertation. This work is the beginning
of our study in the field. We are considering working on the following

issues:

- The size of Arabic TE dataset used in our experiments is small. This
might have affected both learning of our model and evaluation of its
performance. Therefore, building a larger dataset will help us to
evaluate how the system performance and its accuracy could be
affected.

- Since complex questions need domain knowledgebase and
background collections to be answered, we are planning to
experiment with the background collection provided by QA4MRE
task. External knowledge such as Wikipedia also can be used for

further improvements.

- Anaphora is another problem needs to be addressed. It is a linguistic
phenomenon of referring back to a previously mentioned item in the
same text [69]. The process of resolving what a noun phrase, or a
pronoun refers to is called anaphora resolution. Arabic text usually
contains many anaphora expressions. Resolving the anaphora in our
system will decrease the ambiguity of the sentences and improve the
answer selection process through increasing the chance of matching

between the text and the hypothesis.
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- Negative terms can completely change the meaning of a text. In
some cases, the text is saying the opposite of what the hypothesis is
saying. Thus, dealing with this issue will increase the system

performance to answer questions.
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